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Abstract

The continuous scaling down of the metal-oxide-semicotuiufield-effect transistor (MOS-
FET) has improved the performance of electronic appliandgsfortunately, it has come to a
stage where further scaling of the MOSFET is no longer ptsgioe to the physical and the
fabrication limitations. This has motivated researchemsards designing and fabricating novel
devices that can replace MOSFET technology. Carbon Naadtigdd-Effect Transistors, Single
Electron Tunneling Junctions, Nano-Magnetic Devices, Spith Field-Effect Transistors are some
prospective candidates that could replace MOSFET devicethis dissertation, we have studied
the computational performance of Nanglagnetic Devices due to their attractive features such
as room temperature operation, high density, robustnessds thermal noise, radiation hardened
nature and low static power dissipation.

In this work, we have established that data can be propagagedausal fashion from a driver
cell to the driven cells. We have fabricated a ferromagnetie architecture and used a magnetic
force microscopy (MFM) tip to provide localized magnetipins. This experiment validated two
important phenomena; (1) a clocking field is essential tpagate data and (2) upon removal of the
clocking field data can be propagated according to the ingiat. d

Next, we have fabricated and captured MFM images of a nargneii logic architecture
that has computed the majority of seven binary variablese diichitecture was designed by in-
terconnecting three three-input majority logic gates d@tomagnetic and antiferromagnetic wire
architectures. This seven input majority logic architeettan potentially implement eight different
logic functions that could be configured in real-time. Alylei functions could be configured by

three control parameters in real-time (by writing logic @mezero to them).
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Even though we observed error-free operations in nano-ategiogic architectures, it became
clear that we needed better control (write/read/clock)r aveividual single layer nano-magnetic
devices for successful long-term operation. To addreswithe/clock/read problems, we designed
and fabricated a multilayer nano-magnetic device. We ¢albed and performed a set of experiments
with patterned multilayer stacks of Co/Cuffreo with a bottom layer having a perpendicular
magnetization to realize neighbor interactions betweéaceadt top layers of devices. Based on the
MFM images, we conclude that dipolar coupling between tipddgers of the neighboring devices
can be exploited to construct three-input majority logitegaantiferromagnetic and ferromagnetic
wire architectures.

Finally, we have experimentally demonstrated a magnestegy that could be used to solve
guadratic optimization problems that arise in computeionisapplications. We have harnessed
the energy minimization nature of a magnetic system to thresolve a quadratic optimization
process. We have fabricated a magnetic system corresgpialia real world image and have
identified salient features with true positive rate morentB8%. These experimental results feature
the potentiality of this unconventional computing methoddevelop a magnetic processor which

solves such complex problems in few clock cycles.
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Chapter 1: Introduction

1.1 Motivation

Technological advancements from the past couple of dedaalesrevolutionized the life style
of humans. Smartphones have brought information to our fliipge advancements in gaming con-
soles have incorporated movements and gestures into thalvivorld; advance safety features in
automobiles have saved many human lives; global positipsystems have eased our transportation
by giving us turn-by-turn directions. All of these innovais were made possible by the rapid
evolution of the metal-oxide-semiconductor field-effeansistor (MOSFET).

Since their invention, MOSFETSs have been scaled down intgimeprove their performance [13,
83] and today their dimensions are in the nanometer rangdortunately further scaling of the
MOSFET is no longer possible due to physical, material ardntlal limitations [29]. Reducing
the gate dielectric thickness has given rise to quantumelimmand has caused unwanted leakage
currents [109]. Shortening the gate length has caused liigitate leakage current between source
and drain when the device is switched off [60]. Lowering thesshold voltage has made the
device susceptible to noise and has reduced the reliabilithe device [24]. In order to control
short channel effects the doping concentration has beeeased. Increasing dopant concentration
introduces effects on carrier mobility and band to band &ling ultimately causing a negative
impact on the device performance [25]. It is a well-knownt fdmat properties such as relative
dielectric constant, carrier saturation velocity, carnebility, breakdown field strength and con-
ductivity of a material change as the dimensions are scabed icro to nanoranges [115]. It has
come to the point where the materials used in MOSFETSs haeheédaheir physical limits and the

device cannot produce the required characteristics fatlel performance. Furthermore, the power
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dissipation in a MOSFET has not scaled down with the sizerdthier has increased [79]. When
the device is switched on, dynamic power is dissipated anehvithis switched off, static power is
dissipated resulting in wasteful heat energy generatiame © these (and many more) drawbacks
of MOSFETS, and to continue advancing technology, reseesa@dnd engineers are exploring novel
devices and computing paradigms [7, 12, 26, 30, 39, 123,.124rbon Nanotube Field-Effect
Transistors (CNT-FETSs), Nanowire Field-Effect TransisttNW-FETS), Single Electron Tunneling
Junctions (SETJs), Electrical Quantum-dot Cellular Audten(EQCA), Molecular Switches, Spin
Field-Effect Transistors (SpinFETs) and Nano-Magnetivibes are some prospective candidates
to take over the functionality of MOSFETS.

A CNT-FET is a three terminal device similar to a MOSFET. Tyddifference is that the
source and drain are connected with a carbon nanotube dnsfethe bulk substrate. Carbon
nanotubes have the capability of traversing electrons fooma end of the chanel to the other
without encountering any scattering events [125]. Thisrisvin as ballistic transportation [34].
Carbon nanotubes also have a high thermal stability [10d] ae capable of carrying a high
current density [117]. These properties make a strong aaseafbon nanotubes to be used as
the channel between the source and drain in a field effecsistan [68, 120]. However, placing
the carbon nanotube between the source and drain and dioigtitble chirality formation (metal or
semiconductor) are a few challenging tasks with respeahodating CNT-FETs [31]. A NW-FET
has a similar structure to a CNT-FET but utilizes a semicotmunanowire instead of a carbon
nanotube as for the channel. Semiconductor nanowires Iraitargproperties to carbon nanotubes,
thus making them an intuitive candidate to function as a chbhbetween the source and drain in
a field effect transistor [46, 80]. They also have the abiiitybe doped with a p-type or n-type
material which allows for the assembly of p-type and n-typ-NETs [38]. However, the inability
to control size of a nanowire and to place the nanowire betwee source and drain are a couple
of the drawbacks with this device [31].

SETs have also been studied by many in [21, 28, 47, 49, 52,4392] as a replacement
for MOSFETs. The working principle of a SET is the diffusiohasingle electron through a

barrier. The SET is constructed by sandwiching a thin inieulbetween two conductors. The two
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conductors act as the source and drain. When an adequatetaoiowltage is biased with the
source terminal it is possible for the electrons in the seugagion to tunnel through the barrier
layer and enter into the drain region. The prevention of tamtal electrons tunneling through is
known as Coulomb blockade [36]. By allowing a single elettto tunnel through the barrier it
is possible to switch on and off the device. Even though SERsume less power and operate at
fast speeds they are susceptible to noise. This makes theSHfreliable device for long-term
successful operation [124].

EQCA is another emerging computational device [57, 77, &RB].1 These devices utilize
electrostatic forces between electrons to process anégabde information. An EQCA is shaped
like a square and has a quantum dot in each corner. In each E@{TAhere are two mobile
electrons that can only traverse between the quantum doténwhe cell. The two electrons in
a cell will always arrange themselves to an energeticallprizble configuration. Based on these
configurations we can represent Boolean logic 1 and 0. If tQ&E cells are brought close enough
for Coulombic interactions to take place between the adestiof different cells then it is possible
to process information. Arranging EQCA cells in differeotrhations allows the realization of
different logic functions. EQCA shows a promise in ultralpawer consumption, non-volatility
and reconfigurability, but unfortunately it only functiopsoperly in very low temperatures.

A molecular switch is another emerging device that can bd tseealize Boolean logic [14,
32, 33, 91, 100]. Molecules that can be reversibly configuinéal two states by a change in the
external environment are used for molecular switches. Basehe configuration of the molecule
these devices will have a one-way flow of current [69, 100] @flow at all. The key advantage
of these devices is that they can be self-assembled. Unttgly, interconnecting the molecules to
electrodes is a challenging task.

SpINFETSs are also three terminal devices similar to MOSEFRTislike in the MOSEFT, the
source and drain in a SpinFET are made of ferromagnetic raktehat have the same fixed
magnetization. The electrons that are injected into thetsate (dilute magnetic semiconductor)
by the source have definite spin direction. If the spin disecthanges then the electron cannot

enter the drain. The spin direction of the electron can bexgbe by the gate voltage induced
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magnetic field. Based on the spin directions of the electeoosrrent will flow through the device
switching it on or otherwise switching it off [23, 106]. Theedevices have low power consumption,
good noise margins and operate at high speeds. Unfortynéiiehs become a challenging task to
inject electrons with a unidirectional spin into the subtsr

Nano-magnetic devices have also harnessed the spin praper electron to compute data [6,
11, 17, 18, 76, 88]. The fundamental computing element ofrepimaagnetic device is a single
domain magnet with dimensions in the nano regime. Theseekeyrocess data through magnetic
field interactions with their nearest neighbors and theyestitata in their magnetization states.
Based on the arrangement of the nano-magnetic devicesasslye to implement complex com-
putation [40, 78, 87, 111]. Nano-magnetic devices have nadingictive features. Nano-magnetic
devices operate in room temperature, unlike other devideshnoperate in very low temperatures.
These devices require very low static power, which reducegpbwer consumption and increases
the on time of the appliance. Since these devices can bedstamall dimensions, the device
density increases and the size and weight of the electrquiamce decreases. Radiation hard-
ness is another major advantage of nano-magnetic deviesotver emerging devices. Reliable
computation under the influence of radiation (extreme erwirents) is very important for satellites
and other space equipment. Nano-magnetic devices areddgstrtowards thermal noise. Many
emerging devices are hard to fabricate but nano-magneticeteare defect tolerant and can be
easily fabricated with a lithography process. Due to thegkraany other promising features, we
have focused the research in this dissertation towardsabel@pment of nano-magnetic devices as
a long-term successful computational element.

Cowburnet al. [17] were the first to demonstrate the propagation of infdimmealong magnetic
wire in room temperature. They used a clock scheme to pro@agemagnetic soliton. A soliton
occurs when two closely placed single domain magnets hadisparmallel magnetization, and moves
along the array through a sequential magnetization relvefid® single domain magnets used in
this experiment were cylindrical and had no shape anisptr@ernsteinet al. [6] experimented
with single domain magnets that were fabricated into a negtkar prism shape. This introduced

shape anisotropy and was able to enumerate logic 0 and loglon the magnetic easy axis.
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Bernsteinet al. [6] reported a perfect antiferromagnetic ordering alongdar@agnet-long chain.
The first functioning magnetic majority gate was demonsttdty Imreet al. [40]. They presented
magnetic force microscopy (MFM) images of all possible corabons of majority logic. Alamet

al. [3] demonstrated an on-chip clocking system, which chatigesnagnetic moment of a magnet
when 680mA of current is passed through the copper wire which the magmete fabricated on.
Vargaet al. [111] demonstrated the ability of a fan-out signal in nanagmetic logic architectures
and Pulecicet al. [87] demonstrated a coplanar crosswire system which haalitigy to transfer

data over an intersection without any data loss.

1.2 Contribution

In this research we have explored the viability of using Raragnetic devices as computational
elements. Even though nano-magnetic devices have majantatyes over other emerging devices
there are a few shortcomings which need to be addressedingVdata on to the input device,
clocking the devices at the correct sequence and readirrgfidah the output device are a few

issues that we have addressed. The contributions of therdisen are:

e The first contribution was to establish that data can be watea in a causal fashion from
a driver cell to the driven cells. We experimented with adaragnetic wire having a pair
of nano-magnetic devices which were @@ apart. We used a MFM tip, resulting in an 8
mT field, to switch the magnetization of one of the nano-magnétvices. Even though
the individual magnet switched its magnetization, the lnleay remained unchanged. This
experimentally validates the observation made by Cshalah [18] that a clocking field is
necessary for the neighbor interaction. Finally, we use€al@ctromagnet with a field of 45
mT, to provide an out-of-plane clocking field. We observed twmpaortant phenomena; (1)
the input field was reduced up to52nT to reverse the magnetization and (2) upon removal
the hard axis field, the neighbor nano-magnetic device sedeits magnetization according

to the input.

www.manaraa.com



e The second contribution was to fabricate and capture MFMygsaf a nano-magnetic logic
architecture that computed the majority of seven Booleaiabtes. The architecture has
ferromagnetic and antiferromagnetic wires to propagata dad three three-input majority
logic gates to process data. This seven input majority l@gahitecture can potentially
implement eight different logic functions that could be figured in real-time. All eight
functions could be configured by three control parametergaittime (by writing logic one
or zero in them). To this date this is the largest nano-magimgic architecture fabricated

and has been reported with no magnetic frustrations.

e Even though we observed error-free operations in singler lagno-magnetic logic architec-
tures, it became clear that we needed better control (weéd/clock) over individual single
layer nano-magnetic devices in the system for successigHierm operation. To address this
we moved from single layer nano-magnetic devices to my#il@mano-magnetic devices. The
third contribution was to fabricate and perform a set of expents with a multilayer stack of
CO0—0.4nm/CU—anm/NigoF &0 —s5nm With a perpendicular magnetic anisotropy bottom layer to
realize neighbor interactions between adjacent free ymrsaof devices. Based on the MFM
images we conclude that dipolar coupling between the frgerdaof the neighboring devices
can be exploited to construct local elements like threedinpajority logic gates, inverters

and interconnects.

e The final contribution of this dissertation was to harness ¢hergy minimization nature
of a magnetic system to solve a quadratic optimization @mblespecially those arising
in computer vision applications. We have fabricated a magrsystem corresponding to
an image and have identified the salient features in the inaatpea true positive rate of
more than 85%. These experimental results display the falignof this unconventional
computing method to develop a magnetic processor whichaaa such complex problems

in few clock cycles.

www.manaraa.com



1.3 Outline of the Dissertation

The outline of this dissertation is as follows:

e Chapter 2 provides a summary of magnetic materials and niagnat nanoscale.

e Chapter 3 provides the fabrication and characterizatiothou®logy of hano-magnetic de-

vices.

e Chapter 4 shows the experimental demonstration of datapgetjon in a ferromagnetic wire

architecture.

e Chapter 5 shows the design, fabrication and experimensarohtion of seven-input majority

logic architecture.

e Chapter 6 shows a multilayer nano-magnetic device that ddreas the write, clock and read

problems in this technology.

e Chapter 7 provides an experimental demonstration of haimgghe energy minimization
nature of magnetic systems to solve complex quadratic @gtion problems that arise in

computer vision applications.

e Chapter 8 provides the conclusion of this dissertation.

www.manharaa.com




Chapter 2: Magnetic Materials and Magnetism

This may sound surprising, but all matter possesses magurefderties. The most appropriate
way to categorize magnetic properties of materials is bypanng their magnetic response in the
presence of an external magnetic field. The properties of gnet structure are also affected
at different length scales. The magnetic properties at osaate are quite different from that of
the nanoscale. In this chapter we discuss a summary of eagheati@class and magnetism at the

nanoscale.

2.1 Classes of Magnetic Material

The electron is an elementary particle that holds an orbitation around a nucleus and a spin
motion around its own axis. These rotational motions of aotebn and how electrons interact with
one another are the primary cause for magnetism in all nadderHowever, magnetic properties
change from one material to another due to the collectiveaehof atoms.

Materials are classified into five classes of magnetic natedccording to their magnetic
response in the presence of an external magnetic field. Ex@ets have demonstrated that when a
material is placed in the presence of an external magnelitifiexperiences a magnetic moment.
If the external magnetic field is represented by a veldt@nd the magnetization (magnetic moment
per unit volume) is represented with the vedibrthen for most materials the relation between these

two vectors is expressed as:

M = xH (2.1)
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wherey is the magnetic susceptibility of a material [4, 105]. If tmagnetic induction is denoted

by the vectoB then Maxwells equation in International System (SI) of siistexpressed as:

B=uo(H+M) (2.2)
B=uH (2.3)

where
p = po(1+X) (2.4)

andu is the magnetic permeability [4, 105].

Materials that fit to the relation in Eqn. 2.1 are categorizgd two classes. They are diamag-
netic materials and paramagnetic materials. Diamagnediemals have no net magnetization in
the absence of an external magnetic field and have a negadigeatic susceptibility. Paramagnetic
materials also have no net magnetization in the absence eftamal magnetic field but they have
a positive magnetic susceptibility. Materials that do nidiofthe relation in Eqn. 2.1 are categorized
into three classes. They are ferromagnetic materialdpfagnetic materials and antiferromagnetic
material. These materials have a more complicated reldEween magnetization and applied
field. In fact the magnetization is dependent on the histdrthe applied magnetic field. Ma-
terials that fall in the ferromagnetic class have a net mtgat@n and a positive magnetization
in the absence and presence of an external magnetic fiefibatdgely. Ferrimagnetic materials
have antiparallel magnetization in the sublattices wissidnilar magnitudes causing a small net
magnetization in the absence of an external magnetic fieddaapositive magnetization in the
presence of an external magnetic field. The materials theg &iatiparallel and similar magnitudes

of magnetization in the sublattices fall in the antiferrgmetic class.
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2.1.1 Diamagnetism

The phenomenon of having a magnetization in the opposittitin to an applied external
magnetic field caused by the material is known as diamagnelisis effect is seen in all materials
but the ones that do not have any other magnetic behavioatggarized as diamagnetic materials.
Diamagnetism occurs in materials that have atomic or mtdearbitals that are either filled or
empty [104]. Noble gasses, water, calcite and quartz anmgbes of diamagnetic materials. Dia-
magnetic materials possess zero magnetization in the edsdran external magnetic field. The
other magnetic property of diamagnetic materials is thait thagnetic susceptibility is temperature
independent and has a negative value causing then an ogpoagnetization to the applied external

magnetic field.

2.1.2 Paramagnetism

The phenomenon of having a magnetization in the same direei to the applied external
magnetic field caused by the material is known as paramagmefl hese materials are known as
paramagnetic materials. In paramagnetic materials theidudl magnetic moments have a non-
zero value because of the unpaired electrons in the pgilid orbitals. However, these moments
are weakly coupled with each other and thermal energy cdlasesto randomly align. This results
in a zero net magnetization in the absence of an external etiagield [104]. In the presence
of an external magnetic field the magnetic moments align thighapplied external magnetic field
causing a net magnetization. In paramagnetic materialsmtgnetic susceptibility takes a positive
value and is inversely proportional to the temperature. tshamillonite, Nontronite, Biotite and

Siderite are a few paramagnetic materials.
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2.1.3 Ferromagnetism

The phenomenon of having a non-zero net magnetization ialikence of an external magnetic
field is known as ferromagnetism. These materials are kneviereomagnetic materials. Ferromag-
netic materials have 3d orbitals that are unfilled with etats causing strong non-zero magnetic
moments. These magnetic moments are strongly coupled kathrieighbors causing a magnetic
remanence or a spontaneous magnetization [104]. The stoaging forces, known as exchange
forces, extend to certain nanoscale distances and resufismain-like structures in the material.
Ferromagnetic materials are also temperature dependehe temperature is increased such that
the exchange forces are overcome by thermal energy, thaaligienent of the magnetic moments
would become random and cause a zero net magnetization.téfhjgerature is called the Curie
temperature. Ferromagnetic materials have another upigquoerty. They have the ability to retain
information of an applied external magnetic field. This hatwais called as hysteresis and has made
the relation between magnetization and applied externghetic field complicated. Cobalt, Iron
and Permalloy are a few ferromagnetic materials. Rese@remel engineers have taken advantage
of the magnetic properties in ferromagnetic materials tostoict electronic devices which store

and compute information.

2.1.4 Ferrimagnetism

The phenomenon of ferrimagnetism arises in materials gt bublattices with an antiparallel
alignment and dissimilar magnetic moments causing a netnetagtion in the absence of an
external magnetic field. This occurs because of dissimilama or ions in the materials causing
superexchange interactions between sublattices [104er\és with ferrimagnetic properties are
known as ferrimagnetic materials. Similar to ferromagnetiaterials, these materials also have
remanence, hysteresis and a curie temperature. Magnatit®aium Ferrite are a couple examples

of ferrimagnetic materials.
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2.1.5 Antiferromagnetism

Anitferromagnetism can be seen in materials that have tigals with an antiparallel align-
ment and equal magnetic moments causing a zero net madioetizdMaterials that demonstrate
antiferromagnetism are known as antiferromagnetic mederiVhen the temperature of an antifer-
romagnetic material is increased above the Neel temperadatiferromagnetism vanishes and the
material behaves as paramagnetic material [104]. Ham&ifteomium and Iron Manganese are a

few antiferromagnetic materials.

2.2 Magnetism at the Nanoscale

Magnetism is a property of all materials that arises fromahgular motion of the electrons
in the material. The angular momentum of an electron is a @uawibn of its intrinsic angular
momentum, or spin and orbital angular momentum. In quantwohanics the intrinsic angular
momentum and the orbital angular momentum are defined wieimtgm numberss) and (1),

respectively. The quantum number for the spin magnetic nmbisexpressed as:

(my) = —g:=2 (s) (2.5)
h
=2 (2.6)

whereh is the Planck constantg is the Bohr magnetron angi is the Lande g-factor for the spin

moment [4, 105]. The quantum number for the orbital magmatient is expressed as:

u
(me) =~ 72 (1) (2.7)
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whereh is the Planck constantig is the Bohr magnetron argj is the Lande g-factor for the orbital
moment [4, 105]. The quantum number for the total magnetimerd is the addition of the spin
magnetic moment and the orbital magnetic moment. It is esgae as:

(Maar) = ~2(65(9)+ 01 (1) 2.9

In a material where there is a collection of electrons, thividual magnetic moments of the
electrons would interact with each other to minimize thaltohagnetic energy in the material.
Similarly in the presence of an applied external field the metig moments would interact to
minimize the total energy in the system. In the remaining péithis section, we will discuss
the different energies that contribute to the total magnetiergy in a material and the magnetic

dynamics to reduce the magnetic energy.

2.2.1 Exchange Energy

Exchange energy arises due to the magnetic coupling, orxXtieaege interaction between
the nearest neighboring magnetic moments. Exchange étiterais only seen in ferromagnetic,
ferrimagnetic and antiferromagnetic materials. This it $sgen in diamagnetic or paramagnetic
materials. In ferromagnetic materials the exchange intiera takes a positive value causing the
magnetic moments to align in a parallel configuration. Irifieagnetic and antiferromagnetic
materials the exchange interaction takes a negative valuging the magnetic moments to align
in an antiparallel configuration. The exchange energy ipanonal to the dot product between

two magnetic moments and is expressed as:
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whereJg is the exchange interaction which is dependent of the temtyper and the distance be-
tween the magnetic moments; andm; are the magnetic moments of two nearest neighbors. The

magnetic moments would try to align with each other to migi#rgxchange energy.

2.2.2 Zeeman Energy

Zeeman energy arises when a magnetic moment is affectedawitxternal magnetic field.
The Zeeman energy is proportional to the dot product betwleeexternal magnetic field and the

magnetic moment and is expressed as:

Ezeeman = —M - Hext (2.112)

wherem is the magnetic moment amtly; is the external magnetic field. When a magnetic moment
experienceéZs an external magnetic field it will try to align itself withe external magnetic field

in order to minimize the Zeeman energy.

2.2.3 Magnetostatic Energy

Magnetostatic energy arises due to the interaction of thenaawith itself. Basically, a mag-
netic field is created inside the material opposing the miagfield created by magnetic moments.
This magnetic field is known as the demagnetizing field. Thgentostatic energy is the volume
integral of the dot product between a magnetic moment andeimagnetizing field and is expressed
as:

1
Emsz——/m-Hd av 2.12)
2

wherem is the magnetic momernitlq is the demagnetizing field andis the volume of the material.
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2.2.4 Anisotropy Energy

The dependence of magnetization on the direction in whiismiteasured is known as magnetic
anisotropy. The magnetic anisotropy of a material is dependn the crystalline structure, shape,
surface, growth procedure and strain. Based on sourcessoftaipies in a material the magnetiza-
tion would ease to a direction to minimize the magnetic eneryis axis is known as the easy axis.

The anisotropy energfEze) is a result of magnetic anisotropy.

2.2.5 Dynamics of Magnetization

The magnetization direction of a magnet would ease in suclayaag to minimize the total
magnetic energy in the system. The total magnetic energheissummation of the exchange,
Zeeman, magnetostatic and anisotropy energies. To uaddrebw the magnetization would reach
a position that would minimize the total magnetic energy,need to look into the magnetization
dynamics. The magnetization dynamics are described bydiahdshitz-Gilbert equation and it is

expressed as:

M -y
d 1+a

ay

(M X Heﬁ)—m

M X (M x Hef)] (2.13)

whereM is the magnetization anld s is the effective magnetic fielda is the intrinsic damping
constant and/ is the gyromagnetic ratio. The first term in Eqn. 2.13 caubesiiagnetization to
precess around the effective field. The second term in E4B8.f2rce the magnetization to move

towards the effective field. The effective field is derivednir the total magnetic energy and is

expressed as:

1 dEoal
Ho dM

eff = (2-14)
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where g is the magnetic permeability ari€lyy is the total magnetic energy. The total magnetic

energy is the summation of all the different magnetic emsrgi a material.

Etotal = Eex+ Ezeeman + Ems + Eae (2.15)

whereEg is the exchange energizeeman IS the Zeeman energ¥ns is the magnetostatic energy

andEgs is the anisotropic energy.
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Chapter 3: Fabrication and Characterization of Nano-Magndic Devices

To fabricate nano-magnetic devices we have used an eldmam lithography process to pattern
the devices, an electron beam evaporation process to défpesioft ferromagnetic material and a
liftoff process to remove the unwanted material. To idgntiéfect free nano-magnetic devices we
used a scanning electron microscope (SEM) and a scannihg pnecroscope in the atomic force
microscope (AFM) mode for topological characterizationnc® the defect free nano-magnetic
devices were identified we used a scanning probe microscofigeimagnetic force microscope

(MFM) mode to take qualitative magnetic measurements.

3.1 Background

To address today sophisticated markets needs for better electronic amgl&engineers and
researchers have continuously miniaturized the metalesgsemiconductor field-effect transistor
(MOSFET) transistor for better energy efficiency, highezexh more reliability and lower the cost.
Unfortunately it has reached its physical limitations andHer miniaturizing is not possible. To
overcome this problem researchers are looking into nowelpeing devices that could augment
the existing MOSFET technology. Carbon Nanotube Fielég&firansistors, Single Electron Tun-
neling Junctions, Nano-Magnetic Devices, and Spin FidfddE Transistor are some prospective
candidates to replace MOSFET devices. Due to the nonwlailure, low static power dissipation,
radiation hardness and room temperature operation, nagnetic devices have high potential to

replace or coexist with existing MOSFET technology.
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Nano-magnetic device come in many shapes [41]. Cowéiain [17] have worked with circular
nano-magnetic devices, Bernsteainal. [6] have worked with rectangular nano-magnetic devices
and Lambsoret al. [54] have worked with elliptical nano-magnetic device. Talerication method
of all these nano-magnetic devices is the same. In thisrtidms we have worked with rectangular
and circular nano-magnetic devices.

Rectangular nano-magnetic devices are magnets that haveshape engineered into rectan-
gular prisms which have dimensions of 168 x 50 nm x 10 nm that exhibit a single magnetic
domain. These devices preserve Boolean information im tivei dominant magnetization states
and compute information through magnetic field-couple@radtions with its nearest neighbors.
For adequate magnetic field-coupling with its neighborgséhdevices need to be placed close
to each other such that the spacing between two devicesdshotilbe more than 26m. Due
to the size of these nano-magnetic devices and their spataigement it is not possible to use
conventional optical lithography techniques [42, 67] tbrfeate these devices. It is possible to
pattern and fabricate nano structures with other altarmatiethods such as X-ray lithography [35],
ion beam lithography [116] and electron beam lithograpt2]iwhich do not have the diffraction
constrains as optical lithography. To pattern the nanofretig devices in this dissertation we have
used the electron beam lithography method. Electron bethogliaphy has many advantages over
the other methods. As the name implies it uses a focused beal@ctrons as the exposure source
and since electrons have a much smaller wavelength thanhdttis possible to perform high
resolution lithography. Another advantage is the largaldepfocus.

To fabricate the nano-magnetic devices we have used a baffoapproach. To design the
nano-magnetic devices and to configure their special aerapgts (patterns), we have used a
computer-aided design (CAD) software. As for the substregehave used an n-type100>
Silicon wafer primarily due to its lack of magnetic resporsel extremely smooth surface which
facilitates uniform growth of magnetic thin films. To traesfthe patterns of the nano-magnetic
devices via electron beam lithography, we have coated tlierwath an electron sensitive resist.
Electron sensitive resist can be categorized in to two maii@gories, which are positive resist and

negative resist. Due to the nature of the pattern of the maagretic devices we have used a positive
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resist. There are many positive tone electron beam resiatialale commercially. We have used
poly(methyl methacrylate) (PMMA) since it has good adhesiith the substrate surface, ultra-high
resolution, high contrast, low swelling during developinand gives reproducible results [121].
The PMMA we used has a molecular weight of 950a§)@mol. To achieve the desired low
thickness, PMMA was mixed with Anisole. When PMMA is expodedan electron beam the
electrons generate adequate energy to dissociate the CGwis wesulting with lower molecular
weight segments from the original polymer [72]. These lometecular weight compounds dissolve
more easily in the developer solvents than the unexposed RMNe have used Methyl Isobutyl
Ketone (MIBK) and Isopropanol (IPA) with 3 to 1 ratio as thevel®per solvent to obtain best
selectivity [122] among the exposed and unexposed PMMA. ifdom@o-magnetic devices were
made of soft ferromagnetic material to enable easy switch@tween the two stable magnetization
states. The soft ferromagnetic material we have used is&leym Permalloy is a magnetic alloy
made of Nickel and Iron (NpFeq). A Thin layer of ferromagnetic films can be deposited by
chemical or physical vapor deposition methods. To depasitdloy on the substrate we have used
electron beam evaporation, which is a physical vapor déponsnethod. Electron beam evaporation
facilitates line of sight deposition which assists in thalfiliftoff process to remove the unwanted
material and also preserves the stoichiometry of Perm@i6y. The final step of fabricating the
nano-magnetic devices involves a liftoff process whicleslely removes the unwanted material
from the substrate. To selectively remove the unexposed BMNU preserve the Permalloy thin
film on the Silicon wafer surface we dipped the sample in antéwwe bath. To enhance the liftoff
process the Acetone bath was heated and assisted with asoulit agitation.

Fabrication of nano-magnetic devices comprises of six re@ps. Fig. 3.1 shows brief flow
diagram of the fabrication process. In the proceeding aectidetail description of each fabrication
step involved in fabricating nano-magnetic devices aremivlio characterize the nano-magnetic
device we have used a SEM and scanning probe microscope iARNe mode. To observe
magnetization states of the nano-magnetic devices we ek ascanning probe microscope in

the MFM mode. A detailed description of the characterizat®given in section 3.3.
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Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.
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Clean the Silicon wafer

Spin coat the wafer with resist

Electron beam lithography

Development

Ferromagnetic film deposition

Liftoff

Figure 3.1: A flow diagram to fabricate single layer nano-retig devices.
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3.2 Fabrication Process

Fabrication of nano-magnetic devices involves six stepe flow diagram in Fig. 3.1 shows the
fabrication steps. As for the substrate we have used aney-typ00>, 2 inch Silicon wafer. The
first step involves cleaning the Silicon wafer. To clean tile& wafer we have used a standard
RCA cleaning procedure. The second step involves spinrgpdiie Silicon wafer with PMMA.
Exposing the Silicon wafer with an electron beam to prodheedesired patterns is the third step.
Once the exposure is completed the next step is to develogathele in a developer solution. In
the fifth step a uniform layer of Permalloy was evaporatedootiné Silicon wafer. The final step
involves the liftoff procedure to remove the unwanted matdrom the Silicon wafer leaving the
nano-magnetic logic devices. A detail description of eatri€ation step is described next in this

section.

3.2.1 Step 1. Substrate Cleaning Procedure

To clean the Silicon wafer we have used a standard RCA clgagmocedure. The RCA cleaning
procedure removes all organic, ionic, oxide and heavy noetalaminants from the surface of the
Silicon wafer. The procedure has three cleaning solutiding first solution contains Ammonium
Hydroxide, Hydrogen Peroxide and water. This solution reesall organic contamination from the
surface. The second solution was a Hydrogen Fluoride soluthich removes metallic contamina-
tion and oxide from the surface. The final solution was a mé&if Hydrochloric acid, Hydrogen
Peroxide and water. This removes all ionic and heavy metatacoination from the surface. In
between each solution the wafer was dipped in deionizedrwateemove any residues from the
previous solution. Finally the wafer was dried with Nitroggas. A detail description of each step

in the RCA cleaning procedure is described in Table. 3.1.

21

www.manaraa.com



Table 3.1: RCA cleaning procedure.

Step | Process Description
1 Rinse wafer with Deionizer water. Rinses off any superficial particles.
2 Dip in NH40H : H,O, : H»O (1:1:5) | Removes insoluble organic contaminants.

(SC1) at 60C for 10 minutes.

3 Rinse wafer with deionizer water. Rinses off any residue.

4 Dip in HF (50:1) for 20 seconds. Removes native oxide layers.

5 Rinse the wafer with deionizer water. | Rinses off any residue.

6 Dip in HCI : H»0, : H,0 (1:1:6) (SC1)| Removes ionic and heavy metal contami-
at 60°C for 10 minutes. nants.

7 Rinse wafer with deionizer water. Rinses off any residue.

8 Dry with Nitrogen Gas. Removes moisture off the wafer.

3.2.2 Step 2. Resist Coating Procedure

Spin coating the Silicon wafer with PMMA is a key step in théraation procedure. The
thickness of the PMMA is crucial for the liftoff procedure.sAa rule of thumb, the thickness of
the PMMA should be more than three times the thickness of @m@fmagnetic device. Since the
nano-magnetic devices have a thickness of abouti@e anticipated the thickness of PMMA to
be about 3Ghm - 40 nm. To achieve this thickness PMMA was dissolved in Anisolepto spin
coating on the Silicon wafer. To spin coat the PMMA we havedusd.aurell Technologies WS-
400A-8NPP/Lite Spin Processor. Once the resist was spurtleilicon wafer, the Silicon wafer
was soft baked in a furnace at Pfor 30 minutes to remove any excess solvents. The procedure

used for PMMA coating is given in Table. 3.2.
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Table 3.2: Resist coating procedure.

Step | Process & Description

Place wafer on the spinner and a drop of PMMA/Anisole on thiewa

Pre-ramp up: 0 - 500 rpm in 5 seconds.

Ramp up: 500 - 6000 rpm in 10 seconds.

Spin: 6000 rpm for 45 seconds.

Ramp down: 6000 - 0 rpm in 15 seconds.

o |0~ W [N |

Soft bake: 170C for 30 minutes to remove solvent.

3.2.3 Step 3. Electron Beam Lithography Procedure

To pattern the nano-magnetic devices on the resist we hadarselectron beam lithography
technique to achieve high resolution lithography. To eepti® resist to an electron beam we
used a Hitachi SU-70 scanning electron microscope that &tasfitted with a Nanometer Pattern
Generation System (NPGS) by JC Nabity Lithography Systérhe.pattern of the nano-magnetic
devices was designed on DesignCAD 2000 NT and was saved imatffoecognized by NPGS.
Once the patterns were designed and the Silicon wafer coatad®MMA was mounted in the
SEM chamber, the SEM was operated atk80and the electron beam was aligned, stigmatized
and focused to achieve the optimum resolution. The optimandition for writing the pattern
was determined by growing contamination spots on the PMMs#sterior to patterning the nano-
magnetic logic devices. Such a spot with a diameter oh20is shown in the SEM image in
Fig 3.2. Once the optimum conditions were reached the patieere written on the resist. A detail

description of the electron beam lithography procedurevisrgin Table. 3.3.
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Figure 3.2: SEM image of a contamination spot grown by amaipgd electron beam.

Table 3.3: The electron beam lithography procedure.

Step | Process & Description

1 Mark a specific location on the sample and insert it into thiSBamber

2 Operating voltage 3&V, working distance<5mm, optimize condenser lens,

objective and anode aperture values.

3 Focus and stigmate the beam, align the apertures and iectie@snagnification

until magnification is x800000 and measure beam current.

4 Insert electron-beam current, dose, line spacing and cententer distance valugs

to the NPGS system.

5 Run the CAD pattern of the nano-magnetic devices in the ursegbresist area.

6 Shutdown the system and remove sample from the SEM chamber.

3.2.4 Step 4. Development Procedure
The objective in this procedure was to remove the exposed RNtbin the Silicon wafer. The
difference between the exposed and unexposed PMMA is theamak weight of the polymer. The

exposed PMMA has lower molecular weight while the unexpdeehigher molecular weight. The

developer solvent dissolves the polymer with the lower b weight. We have used a mixture of
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MIBK and IPA with a 3 to 1 ratio as the developer solution. Tamgle was dipped in the developer
solution for 60 seconds to dissolve the exposed PMMA. We loptanized the concentration
and the duration of the procedure to attain perfect exatusiothe exposed PMMA leaving the
unexposed PMMA on the Silicon wafer. Once the sample is takefrom the developer solution,
it was rinsed with IPA and dried with Nitrogen gas. The conplgrocedure of the development is

given in Table. 3.4.

Table 3.4: Resist development procedure.

Step | Process Description

1 Development Methyl isobutyl ketone : Isopropanol - 1:3 for 60 seconds
2 Rinse 20 seconds in an Isopropanol bath.

3 Dry Aerate with Nitrogen gas.

3.2.5 Step 5. Ferromagnetic Film Deposition Procedure

To fabricate the nano-magnetic devices we have used Pesnaalla soft ferromagnetic material.
To deposit a uniform thin film of Permalloy on the sample weduaeVarian Model 980-2462
Electron Beam Evaporator. The sample was mounted in the lmévaai the evaporator and then
the chamber was then pumped down to a pressure wfdr. Once the chamber reached high
vacuum level the electron filament was powered on. In thereledeam evaporator the Permalloy
source was heated by the energy provided from the electram lotil it was vaporized. Once the
Permalloy source was uniformly heated the shutter was @pand the deposition took place. We

evaporated 1@m of Permaloy onto the sample at a rate of 1 -2 A
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3.2.6 Step 6. Liftoff Procedure

This is the final step in the fabrication process of nano-ratigrdevices. In this step, we
selectively remove the unwanted material. In this case tiveanted materials are the unexposed
PMMA and the Permalloy on the unexposed PMMA. We want to puesthe Permalloy that was
deposited on the Silicon surface. We have used Acetone ¢otsgly remove the organic resist
and to preserve the ferromagnetic material on the sample.ufibxposed PMMA easily dissolves
in Acetone and the Permalloy on top of the unexposed PMMAss e#moved synchronously. We
dipped the sample in an Acetone bath for 10 minutes. To erhtdre removal we agitated the
sample in a heated ultrasonic bath. Once the liftoff was deta@ the sample was rinsed with IPA

and dried with Nitrogen gas. A detail description of thedliftpprocedure is given in Table. 3.5.

Table 3.5: Liftoff procedure.

Step | Process Description

1 Liftoff Agitate the sample for 10 minutes in a warm ultrasonic bath of
Acetone.

2 Rinse 5 seconds in a Isopropanol.

3 Dry Aerate with Nitrogen gas.

3.3 Characterization Process

Characterization of nano-magnetic devices includes tmpchl and magnetic inspection. Topo-
logical inspection allows us to identify the defect free oamagnetic devices. The defect free nano-
magnetic devices are then subjected to magnetic inspeictianalyses the magnetizations states.
Based on the magnetization states of the nano-magneticedewie can understand and implement

computations.
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For topological inspection we use a SEM and scanning probeosgope in the AFM mode. A
Hitachi SU-70 SEM operating at 3& was used to obtain lateral measurements of hano-magnetic
devices. The working distance of the SEM was reduced marbto obtain high resolution SEM
images of the nano-magnetic devices. To obtain thicknesssunements of the nano-magnetic
devices we used a VEECO DI300 scanning probe microscopesiAfM mode. A Silicon probe
with an angle of 22 and an apex with a radius of 26n was mounted onto the scanning probe
microscope. The AFM imformation was also used to measureatinghness of the surface of the
nano-magnetic devices. Combining the SEM measurementaldmeasurements we were able
to identify defect free nano-magnetic devices.

For magnetic inspections of the nano-magnetic devices wd asVEECO DI300 scanning
probe microscope in the MFM mode. A magnetic probe was mouaote the scanning probe
microscope. There are three types of magnetic probes: &ntoment (coercivity: 400 Oe., mo-
ment: &~13 EMU), low moment (coercivity:<400 Oe., moment.Ge~ 12 EMU) and low coercivity
(coercivity: < 10 Oe., momentx 1e 13 EMU). We used a low moment magnetic probe to obtain
high resolution magnetic images of the nano-magnetic Idgiéces. We used these MFM images

of nano-magnetic devices to identify frustration free metgnsystems and realize computation.
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Chapter 4: Driving Nano-Magnetic Devices for Data Propagaibn

Single domain magnets serve as an excellent mechanismréoasid preserve Boolean infor-
mation. The work in this chapter is an effort to establish tteta cannot only be stored and altered
as in memory but also can be propagated in a causal fashiontfre driver to the driven cell in
presence of an external field. We have experimented withranfergnetic wire having a pair of
nano-magnetic devices, which were @t apart. A MFM tip, resulting in 8nT field was used to
switch the magnetization of one of the nano-magnetic deviéssen though the individual nano-
magnetic device switched its magnetization, the neightmmiained unchanged. This experimentally
validates the observation made by Csettdl. [18] that a clocking field is necessary for the neighbor
interaction. Finally, we used a DC electromagnet with a fa#ld5 mT, to provide an out-of-plane
clocking field. We observed two important phenomena: (1)itipet field was reduced up ta2
mT to reverse the magnetization and (2) upon removal of the &esdfield, the neighbor magnet
reversed its magnetization according to the input.

The work in this chapter is published in [45] and reused hgrpdsmission (see Appendix A).

The contributors to this publication are D. K. Karunarathe?ulecio and S. Bhanja.

4.1 Background

Recently, a significant interest has arisen to use magnetigirmagnetic materials for com-
putation and computation devices, respectively. Boolegiclinformation is enumerated in the
magnetization in the nano-magnetic device. Cowlmiral. [17] were the first to experimentally

demonstrate logic operation and information propagation@m temperature using nano-magnetic
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devices. The nano-magnetic devices used in this experimerg cylindrical and had no shape
anisotropy. Bernsteint al. [6] experimented with nano-magnetic devices that werddated into

a rectangular prism shape. This introduced shape anisoang was able to enumerate logic O
and logic 1 along the magnetic easy axis. Bernstewl. [6] reported a perfect antiferromagnetic
ordering along a 64 magnet-long chain. Ineteal. [40] were the first to design a nano-magnetic
logic architecture and experimentally demonstrated aessal logic gate that can compute the
majority of three Boolean inputs or even operate as a NOR d¥DAates by fixing the third input
to either logic 1 or 0. They presented MFM images of all pdesittombinations of majority logic.
Vargaet al. [111] demonstrated the ability of a fan-out signal in nanagmetic logic architectures
and Pulecicet al. [87] demonstrated a coplanar crosswire system which haaltitiey to transfer
data over an intersection without any data loss. Howevehese set of experiments [6, 17, 40, 87,
111], the nano-magnetic devices were always driven intorautdted state and relaxed to an energy
minimum and there were no observations of an input or a ddvising the neighboring device.
Note that this phenomena is essential for the input-outpusal ordering of information originated
from the input towards the output. This chapter is focusepromiding a localized input mechanism
to a nano-magnetic device and a clocking scheme for reliddii@ propagation in a ferromagnetic

wire architecture.

4.2 Fabrication and Characterization Process

The nano-magnetic devices were designed using DesignCBMRA and was fabricated on a
Silicon wafer. Initially the Silicon wafer was cleaned weh RCA cleaning procedure to remove
all organic, ionic, oxide and heavy metal contaminants. dlkan Silicon wafer was coated with
a uniform layer of 950 Polymethyl methacrylate (PMMA) via aurell Technologies WS-400A-
8NPP/Lite Spin Processor. The thickness of the PMMA was oredso be approximately 3m.

To achieve this thickness the PMMA was dissolved with Ardsdlo remove the unwanted residual

solvents on the wafer, the wafer was baked in an oven &iCL#@ 30 minutes. Once the wafer
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was cooled down to room temperature the wafer was loadedaidieOL 840 scanning electron
microscope retrofitted with a Nabity NPGS system to exposettiterns. An acceleration voltage

of 35kV and a beam current of 2%A were used. The exposed wafer was unloaded and submerged
in a Methyl isobutyl ketone/lsopropanol (3:1) developeluson for 60 seconds. The wafer was
aerated with Nitrogen and mounted in the chamber of a Variaaé{1980-2462 electron beam
evaporator to deposit a uniform layer of Permalloy. The evafon was taken place in afZTorr
vacuum at a rate of 2 & for 50 seconds resulting with a I®n uniform film. Subsequently the
wafer was removed from the chamber and submerged in a heaetdre bath for 10 minutes for

the liftoff process. Finally, the samples were characeetiwith the combination of an SEM and an

AFM to identify the defect free ferromagnetic wire archttees.

4.3 Experimental Setup

In this work, we have provided a magnetic input signal andrerad the magentic output signal
of a ferromagnetic wire architecture. The magnetic inpus wavided with an MFM tip mounted
on a VEECO DI 300 scanning probe microscope (SPM) and wastgzem the Nanolithography
mode. In [126], the authors have reported observations ofBMp influencing the magnetization
of a submicron size particle made of a magnetic material. &Vie lused this favorably to toggle the
magnetization of a nano-magnetic device in the ferromagndgte architecture. To examine the
magnetic output we used the same SPM in the MFM mode.

Fig. 4.1 shows the sequence of motions of the MFM tip to togfgdernagnetization of a nano-
magnetic device. To achieve this controlled motion oveiéV tip, a script inC was written and
uploaded to the SPM system software in the nanolithograpbgemA detailed description of the
input parameters and the functionality of the script is giireAlgorithm 1.

Since the SPM was not equipped with an X-Y feedback contiksy and precise movement of
the MFM tip was essential to provide an input to a nano-magkvice, a detail characterization

step of the script to maneuver the MFM tip was taken in to aatodo observe the MFM tip
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Figure 4.1: Schematic diagram of the MFM tip movement to levnput. (a) Initial position of
the MFM tip. (b) MFM tip lowered to 10hm above the surface of the nano-magnetic device and
moved over the width. (c) Final position of the MFM tip.

Figure 4.2: (a) AFM 3D image of a 10tin x 50 nmrectangle made by nano-indentation. (b) AFM

3D image of a nano-indentation of a line made on the rectamgtbe scrip to maneuver the MFM

tip to provide input to the nano-magnetic device.
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Algorithm 1 Script to move the MFM tip.

Input: Magnetize the nano-magnet in their hard axis
Magnetize tip apex with magnetic south pole
Select the nano-magnet to write data.
Center the nano-magnet in scan area.
Nano-magnet lengthum.

Nano-magnet widthVum.

Nano-magnet orientatiof°.

Data writing rate = um/s.
Tip-nano-magnet separationdgim.
Correction factor = e.

Store data = b (boolean logic "0" or "1").

: Center the tip in scan area.

if b ==1then

3. Movetipto

(—e{5sin0+ % cos},e{ ¥ sinf — L cosb})

4:  Move tip to tip magnet separation, d

5. Move tip to

(e{WcosbB},—e{Wsin6})

N -

6: else
7. Move tip to
(e{5sin0 + % cost},e{—% sinb + L cosh})
8:  Move tip to tip magnet separation
9:  Move tipto
(—e{Wcosb},e{Wsin6})
10: end if

11: Move tip up
12: Data written
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(a) (b)

Figure 4.3: (a) SEM image of the ferromagnetic wires (theswarthe right: wire-1 the wire to the
left: wire-2).(b) An AFM image of the ferromagnetic wires.

movement we performed a set of nano-indentations on Silkadar coated with PMMA. Fig. 4.2(a)

shows an AFM image of a rectangle with similar dimensionsuor@ano-magnetic device made by
nano-indentation on the PMMA surface. Fig. 4.2(b) showsARM image of a second nano-
indentation of a line made on a rectangle similar to the on&iin 4.2(a) made by the scrip
(Algorithm 1) to maneuver the MFM tip. Fig. 4.2(b) shows tla have achieved precise motion

and control of the MFM tip to provide input to the nano-magmeeivce.

4.4 Data Propagation in Nano-Magnetic Device

To determine the reliability of data propagation via nanagmetic device, a ferromagnetic
wire architecture was fabricated. The magnetic system farethe experiment consisted of two
ferromagnetic wires. Each wire has two nano-magnetic degligned in their easy axis. The
separation of each nano-magnetic device in a wire was ajppately 20nm and the wires were
placed 1um away from each other. This separation was sufficient to mzgnorosstalk. In the
SEM image in Fig. 4.3(a) and the AFM image in Fig. 4.3(b), theewio the right (wire-1) has nano-
magnetic devices with dimensions of 1&@® x 60 nmx 10 nmand it was used for data propagation
(nano-magnetic deivces overlaid by white rectangles in &g, 4.6); the wire to the left (wire-2)

has nano-magnetic devices with dimensions of A& 50 nm x 10nm and was used as a reference

wire.
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(a)

Figure 4.4: (a) MFM image of ferromagnetic wires. An extérnggnetic field from a DC
electromagnet was provided along the easy axis (Y - axi9)M@M image of the ferromagnetic
wires. An input was given to one of the nano-magnetic devizeslaid by the white rectangles.
A frustration can be seen since the neighboring nano-migdetice did not respond to the input
device.

Fig. 4.4(a) shows the MFM image of the initial state of thederagnetic wires after an external
magnetic field was applied along the easy axis (Y - axis). &#(b) shows the result of providing an
input with the standard moment (magnetic momenteof'$ EMU) magnetic tip, moved according
to Fig. 4.1 over the input nano-magnetic device of wire-1. itAsan be seen in Fig. 4.4(b), a
frustration has occurred and data has not propagated toeffghboring nano-magnetic device in
wire-1. This experimentally validates the observation enlaygl Csabat al. [18] that a clocking field
is necessary for the neighbor interaction.

To propagate data in a ferromagnetic wire a clocking fieldsiseatial. The clocking field is
required to switch the magnetization of a hano-magnetig¢cdeivom its in-plane easy axis to its
out-of-plane hard axis. This can be done by applying an eatenagnetic clocking field in the
direction of the out-of-plane hard axis (Z - axis). In thipekment, the sample with the magnetic
systems was placed in between a conventional iron coretditgcent (DC) electromagnet and
the piezo translator (PZT) of the scanning probe micros¢§sdv). Next, the clocking field was
gradually increased until an adequate field was applieddogd the magnetic moment of the nano-
magnetic devices in wire-1 from easy axis to out-of-planel lzis. Once the magnetization of the
nano-magnetic device in wire-1 were in their out-of-plaedhaxis, the MFM tip was lowered to

provide an input to the input nano-magnetic device in wiréAthen the MFM tip reached 18m
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Figure 4.5: Schematic diagram of the MFM tip movement and ma#g field interaction of the
nano-magnetic devices. (a) Initial state of the nano-migdevices in their easy axis. (b) External
clock field provided by the DC electromagnet in the out-afr@ (Z- axis) direction. The nano-
magnetic devices flip into their out-of-plane hard axis. E&fernal clocking field was removed
when the tip was reached the surface to provide an input tinfing nano-magnetic device. (d)
Final state of the nano-magnetic devices.

above the surface of the input nano-magnetic device thefgplane hard axis clocking field was
removed. A schematic diagram of this procedure is givenan &£5.

Fig. 4.6 shows the experimental observation of the aboveegiare. Initially the wires were
subjected to an easy axis external magnetic field and theg sagurated in their easy axis (see
Fig. 4.4(a)). Next, the sample was subjected to an outarigohard axis clocking field of 4®T.

In the MFM image in Fig. 4.6(a) a single magnetic pole can lmnsm/er wire-1. This validates
that wire-1 was in its out-of-plane hard axis while wire-2naéns in its initial magnetic moment
(see section 4.4.1). Using the nanolithography mode of 81d,3he mounted low moment MFM

tip was moved according to Fig. 4.1 to provide an input to timut nano-magnetic device in wire-

35

www.manharaa.com



— X —e X

(a) (b)

Figure 4.6: (a) MFM image of the ferromagnetic wires unde¥ ihfluence of an out-of-plane
hard axis (Z - axis) magnetic field of 45T. White rectangle has been overlaid on the nano-
magnetic devices which changed their magnetic moment fiasy axis to out-of-plane hard axis.
(b) MFM image of the ferromagnetic wires after the input igagi under the influence of an external
clocking field. Note that the neighboring nano-magnetidakehas changed their magnetic moment
according to the input.

1. We also observed when the magnetization of a nano-magietice was in their out-of-plane
hard axis direction, a low moment (magnetic moment.8e0'3 EMU) magnetic tip was sufficient
to influence the magnetization of the input nano-magnetigcde The input field was reduced
up to 25 mT to reverse the magnetization of the input magnet with anobylane hard axis
magnetization. This experimental observation leads uglieve that a nano-magnetic devices are
power efficient if the magnetic moment of a nano-magnetidageis brought to their hard axis
before providing an input. When the tip reachedrtd above the surface of the nano-magnetic
device, the clocking field was removed. The MFM image in Fi¢(l4) clearly shows the nano-
magnet devices in wire-1 had propagated data to the neigighdevice from the input device while
wire-2 remains in its previous magnetization. This obsomecan lead us to construct complicated

magnetic interconnects and crosswire junctions to prapadgta reliably.

4.4.1 Additional Observations

The external magnetic field (clocking field) needed to chathg@emagnetization of a nano-

magnetic device with a rectangular shape anisotropy freiiniplane easy axis to out-of-plane hard
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axis changes with the magnet dimensions [84]. The totalggrteiof a nano-magnet can be written
as the sum of the magnetocrystalline, shape and exchargarisotropies as:

t

E:K+(AR—1)><([)X(M§)+(7(Jeb)x(M52) T

) x (1= () (4.1)

whereK is the magneto-crystalline energhR the aspect ratiot is the thickness of the nano-
magnet,L is the long axis dimension of the nano-magnkt, is the exchange energyls is the
saturation magnetizatior, the actual temperature afg the storage layer blocking temperature.
The energy barrier of a nano-magnet, being inversely ptapal to the nano-magnet length,
increases significantly as the nano-magnet size is redutieerefore, the required clocking field
increases to change the magnetization of a nano-magnetxpeementally observed this energy
difference with the nano-magnetic devices in wire-1 ancevZir The nano-magnetic devices in
both ferromagnetic wires have the same thickness but wiferent lengths and widths. Wire-2
has smaller nano-magnetic device than the other. We olzbéne¢ the clocking field of 45nT
was needed to change the magnetizations of the nano-mageetces in wire-1 from easy axis to
out-of-plane hard axis and that of wire-2 requireddD. In the MFM image Fig. 4.6(a), it can be
clearly seen that the nano-magnetic devices in wire-1 hbgaged their magnetic moment from
easy axis to out-of-plane hard axis while the nano-maguetiices in wire-2 remains in their initial

magnetic moment in the presence of an out-of-plane extetoeking field of 45mT .

4.5 Conclusion
In this work, we have experimentally demonstrated that elity field is essential to propagate

data in a ferromagnetic wire. By providing a clocking field wave successfully shown data

propagation in a ferromagnetic wire architecture.
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Chapter 5: Seven-Input Majority Logic Architecture

Nano-magnetic logic architectures have been a promisgimtédogy for logic computation. This
work is an effort to determine if indeed the nano-magnetigd@rchitectures are an error free and
a reliable mechanism to process (and propagate) informakor this task we have designed and
fabricated six different nano-magnetic logic architeetuto compute the majority of seven Boolean
variables. Each design consists of three three-input fibajogic gates which are interconnected
with ferromagnetic and anti-ferromagnetic wire archibees. Each design differs from one another
by the arrangement and total number nano-magnetic dewWdesave captured MFM images of all
siX hano-magnetic logic architectures and have observedfee operations in one of the designs.

The work in this chapter is published in [44] and reused hgrpdsmission (see Appendix A).

The contributors to this publication are D. K. Karunaratnd &. Bhanja.

5.1 Background

Nano-magnetic logic architectures have been deemed a®atjpbicandidate to replace com-
plementary metal-oxide-semiconductor (CMOS) technaldgyano-magnetic logic architectures,
the main computing elements are single domain magnets #wa been fabricated from a soft
ferromagnetic material into the shape of a rectangulanpriBoolean information is encoded in
the magnetization of the nano-magnetic devices and cotiputtakes place by magnetic field
interaction. The placements of these nano-magnetic dewaicecritical for error-free computation
and data propagation. Bernstadnal. [6] have placed 64 rectangular nano-magnetic devices in

an anti-parallel fashion and demonstrated perfect prdpagaf information from the input to
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the output. This type of magnetic wire architecture is redzgd as an antiferromagnetic wire
architecture. Similarly, Puleciet al. [88] have demonstrated a ferromagnetic wire architectiure.
ferromagnetic wire architecture the rectangular nanofreig devices are place in parallel fashion.
Imre et al. [40] placed five rectangular nano-magnetic devices in thplgist arrangement, that is,
a central devices surrounded by four others and have caotetira three-input majority logic gate.
By fixing the central input of the three-input majority logiate to logic 1 or O, the nano-magnetic
logic architecture can function as an OR gate or as an AND gadpectively. In this chapter,
we have connected three three-input majority logic gatés f@rromagnetic and antiferromagnetic
wire architectures and fabricated a complex nano-magtaic architecture that can compute the

majority of seven Boolean logic variables.

5.2 Fabrication and Characterization Process

The nano-magnetic logic architectures were designed uSeglgnCAD2000 NT and were
fabricated on a Silicon wafer. Initially the Silicon wafemaw cleaned with an RCA cleaning pro-
cedure to remove all organic, ionic, oxide and heavy metataroinants. The cleand Silicon
wafer was coated with a uniform layer of 950 Polymethyl methate (PMMA) via a Laurell
Technologies WS-400A-8NPP/Lite Spin Processor. The tid@sk of the PMMA was measured to
be approximately 3%m. To achieve this thickness the PMMA was dissolved with Al@soro
remove the unwanted residual solvents on the wafer, therwafs baked in an oven at 170 for
30 minutes. Once the wafer was cooled down to room temperétwas loaded into a Hitachi SU-
70 scanning electron microscope retrofitted with a Nabity&@$Fsystem to exposure the patterns.
An acceleration voltage of 3 and a beam current of 2%\ were used. The exposed wafer was
unloaded and submerged in a Methyl isobutyl ketone/lsaprop(3:1) developer solution for 60
seconds. The wafer was aerated with Nitrogen and mountédeirctiamber of a Varian Model
980-2462 electron beam evaporator to deposit a unifornr lefyBermalloy. The evaporation took

place in a 2uTorr vacuum at a rate of 29k for 50 seconds resulting in a I®n uniform film.
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Subsequently the wafer was removed from the chamber andesgbthin a heated Acetone bath
for 10 minutes for the liftoff process. Finally, the samplesre characterized with the combination

of an SEM and an AFM to identify the defect-free nano-magnletjic architectures.

5.3 Experimental Setup

For computation to take place in nano-magnetic logic aechitres they require a stimulation
and relaxation process with the assistance of an externghetia field in the form of a pulse.
To provide this external magnetic field we used a direct ctir(®C) electromagnet powered by
a 300W DC power supply. To take measurements of the exteraghetic field provided to the
sample we used a National Institute of Standards and Teagyn@NIST) calibrated Gauss meter by
AlphalLab. The sample was placed in between two opposite atizgpoles in the electromagnet to
provide a uniform out-of-plane hard axis external magnigicl. The external magnetic field was
ramped up to 100nT in 0.1 seconds and kept constant fob @econds followed by a ramp down
over 0.1 seconds.

Once the samples were stimulated and allowed to relax,tgtiedi magnetic measurements of
the nano-magnetic logic architectures were taken using BG& DI 300 scanning probe micro-
scope in the MFM mode. A low moment (magnetic moment.860'3 EMU) MFM tip was used

to take the measurements while minimizing the distortionh@nano-magentic devices.

5.4 Results and Discussion
Fig. 5.1 through Fig. 5.6 shows the schematic diagrams, S&djes and MFM images of the
six different nano-magnetic logic architectures desigimecbmpute the majority of seven Boolean

logic variables. All nano-magnetic logic architecturesigists of three three-input majority logic

gates [40, 78] interconnected with ferromagnetic and ambfnagnetic wire architectures [88]. The
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Figure 5.1: (a) Schematic diagram of the nano-magnetic lagihitecture with 43 nano-magnetic
devices. (b) SEM image of the nano-magnetic logic architect (c) MFM image of the nano-
magnetic logic architecture.

nano-magnetic logic architectures have been designedtkatlhe information processing nano-
magnetic devices have the same latency, and the system amsgdo an energy minimum such that

the output nano-magnetic device will compute the majoritthe seven Boolean logic variables.

Table 5.1: Performance evaluation of the nano-magnetic Exghitecture in Figure.3.
0 Error | 1 Error | 2 Errors| More than 2 erros

Error rate 0 0 0 100%

The schematic diagram in Fig. 5.1(a) shows the placemertteafano-magnetic devices in the
first nano-magnetic logic architecture we designed. Theetiimput majority logic gates used in
this nano-magnetic logic architecture was designed aneddrxy Nomureaet al. [73, 78]. We have
interconnected the output of two three-input majority togates to the third three-input majority
logic gate with ferromagnetic and antiferromagnetic wireh@tectures. As can be seen in the SEM
image in Fig 5.1(b), the nano-magnetic logic architectusasists of 43 nano-magnetic devices
with average dimensions of 10Bnx 50 nm x 10 nm and each been 2@m apart from their nearest
neighbors. The nano-magnetic logic architecture was $aited with an external magnetic field and

was allowed to settle to an energy minimum state. The remmagnetization of the nano-magnetic
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Figure 5.2: (a) Schematic diagram of the nano-magnetic lagthitecture with 37 nano-magnetic
devices. (b) SEM image of the nano-magnetic logic architect (c) MFM image of the nano-
magnetic logic architecture.

logic architecture was captured with an MFM. The magnetistfiations in the nano-magnetic logic
architecture were counted as the number of errors in the gtatipn. This experiment was repeated
number of times. The MFM image in Fig. 5.1(c) shows the mdgatbn states of the nano-

magnetic devices in the nano-magnetic logic architecttiome of the experiments. Table 5.1 shows
the error occurrence of all the experiments as a percentagi@is nano-magnetic logic architecture
most of the magnetic frustration occurred in the antifelgnetic wires. To overcome this problem

we designed the nano-magnetic logic architecture in FRywith shorter antiferromagnetic wires.

Table 5.2: Performance evaluation of the nano-magnetic Exghitecture in Figure.3.

O Error | 1 Error | 2 Errors| More than 2 errog

Error rate 0 9% 27.37% 63.63%

The schematic diagram in Fig. 5.2(a) shows the placemertteafano-magnetic devices in the
second nano-magnetic logic architecture we designed. firee-input majority logic gate used in
this nano-magnetic logic architecture was designed aneddrxy Nomureaet al. [73, 78]. We have
interconnected the output of two three-input majority togates to the third three-input majority
logic gate with antiferromagnetic and ferromagnetic wirehétectures. As is evident in the SEM

image in Fig 5.2(b), the nano-magnetic logic architectuasists of 37 nano-magnetic devices
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Figure 5.3: (a) Schematic diagram of the nano-magnetic lagihitecture with 41 nano-magnetic
devices. (b) SEM image of the nano-magnetic logic architect (c) MFM image of the nano-
magnetic logic architecture.

with average dimensions of 10Bnx 50 nm x 10 nm and each been 2@m apart from their nearest
neighbors. Similarly, as with the nano-magnetic logic d@eciture in Fig. 5.1, this sample was also
stimulated with an external magnetic field and was alloweélmxe before the MFM measurements
were taken. The MFM image in Fig. 5.2(c) shows the magnétizagtates of the nano-magnetic
devices in the nano-magnetic logic architecture of one®Etttperiments. Table 5.2 shows the error
occurrence of all the experiments as a percentage. Congpherresults in Table 5.1 for the nano-
magnetic logic architecture in Fig. 5.1 and in Table 5.2 far hano-magnetic logic architecture in
Fig. 5.2, we can see the number of errors have reduced byeshmytthe antiferromagnetic wires in

the nano-magnetic logic architecture.

Table 5.3: Performance evaluation of the nano-magnetic Exghitecture in Figure.B.

O Error | 1 Error | 2 Errors| More than 2 errog

Error rate 0 0 0 100%

The schematic diagram in Fig. 5.3(a) shows the placementiseofiano-magnetic devices in
the third nano-magnetic logic architecture we designede thiee-input majority logic gate used
in this nano-magnetic logic architecture was designed astkd by Imreet al. [40]. We have

interconnected the output of two three-input majority togates to the third three-input majority
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Figure 5.4: (a) Schematic diagram of the nano-magnetic lagthitecture with 35 nano-magnetic
devices. (b) SEM image of the nano-magnetic logic architect (c) MFM image of the nano-
magnetic logic architecture.

logic gate with ferromagnetic and antiferromagnetic wirehiétectures. In this design we have
used a step junction at the antiferromagnetic and ferroetagwire junction. As can be seen in
the SEM image in Fig 5.3(b), the nano-magnetic logic archite consists of 41 nano-magnetic
devices with average dimensions of 1@ x 50 nm x 10 nm and each been 2@m apart from their
nearest neighbors. The nano-magnetic logic architectaestimulated with an external magnetic
field and was allowed to settle to an energy minimum state.r@immant magnetization of the nano-
magnetic devices was captured with an MFM. The magnetitritisns in the nano-magnetic logic
architecture were counted as the number of errors in the gtatipn. This experiment was repeated
multiple times. The MFM image in Fig. 5.3(c) shows the magaion states of the nano-magnetic
devices in the nano-magnetic logic architecture of one®gtttperiments. Table 5.3 shows the error
occurrence of all the experiments as a percentage. In this-meagnetic logic architecture most
of the magnetic frustrations occurred in the antiferrongignwires. To overcome this problem we

designed the nano-magnetic logic architecture in Fig. 5t shorter antiferromagnetic wires.
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Table 5.4: Performance evaluation of the nano-magnetic Exghitecture in Figure 8.

O Error | 1 Error | 2 Errors| More than 2 errog

Error rate 0 0 50% 50%

The schematic diagram in Fig. 5.4(a) shows the placementiseofiano-magnetic devices in
the fourth nano-magnetic logic architecture we designdte three-input majority logic gate used
in this nano-magnetic logic architecture was designed astbéd by Imreet al. [40]. We have
interconnected the output of two three-input majority togates to the third three-input majority
logic gate with ferromagnetic and antiferromagnetic wirehéectures. In this design also we
have used a step junction at the antiferromagnetic andnfergoetic wire connection. The only
difference between the nano-magnetic logic architectar€ig. 5.3 and this hano-magnetic logic
architecture is that this has used less number of nano-rtiegtevices. As is evident in the SEM
image in Fig 5.4(b), the nano-magnetic logic architecturasists of 35 nano-magnetic devices
with average dimensions of 16Bnx 50 nmx 10 nmand each been 2@m apart from their nearest
neighbors. Similarly, as with the nano-magnetic logic @edture in Fig. 5.3, this architecture was
stimulated with an external magnetic field and was alloweelaxe before the MFM measurements
were taken. The MFM image in Fig. 5.4(c) shows the magnétizegtates of the nano-magnetic
devices in the nano-magnetic logic architecture of one®tttperiments. Table 5.4 shows the error
occurrence of all the experiments as a percentage. Conggaerresults in Table 5.3 for the nano-
magnetic logic architecture in Fig. 5.3 and in Table 5.4 f& hano-magnetic logic architecture in
Fig. 5.4 we can see that the number of errors have reducedhgsing the antiferromagnetic wires
in the nano-magnetic logic architecture but there was noorgiment of error free computation with

the step junction at the antiferromagnetic and ferromagméate connection.
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Figure 5.5: (a) Schematic diagram of the nano-magnetic lagthitecture with 32 nano-magnetic
devices. (b) SEM image of the nano-magnetic logic architect (c) MFM image of the nano-
magnetic logic architecture.

Table 5.5: Performance evaluation of the nano-magnetic xghitecture in Figure.5.

O Error | 1 Error | 2 Errors| More than 2 errog

Error rate 0 33.33% 0% 66.67%

The schematic diagram in Fig. 5.5(a) shows the placementiseohano-magnetic devices in
the fifth nano-magnetic logic architecture we designedhistano-magnetic logic architecture we
have used two three-input majority logic gates designed bmitaet al. [73, 78] and one from
Imre et al. [40]. We have interconnected the output of two three-inpajamity logic gates to the
third three-input majority logic gate with antiferromagieewire architectures. As can be seen in
the SEM image in Fig 5.5(b), the nano-magnetic logic architee consists of 32 nano-magnetic
devices with average dimensions of 1@ x 50 nmx 10 nm and each been 2tm apart from their
nearest neighbors. The nano-magnetic logic architectaestimulated with an external magnetic
field and was then allowed to settle to an energy minimum .stdiee remnant magnetization
of the nano-magnetic logic architecture was captured wilhFM. The magnetic frustrations in
the nano-magnetic logic architecture were counted as thabau of errors in the computation.
This experiment was repeated a number of times. The MFM iniadeig. 5.5(c) shows the

magnetization states of the nano-magnetic devices in the-megnetic logic architecture of one of
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Figure 5.6: (a) Schematic diagram of the nano-magnetic lagthitecture with 38 nano-magnetic
devices. (b) SEM image of the nano-magnetic logic architect (c) MFM image of the nano-
magnetic logic architecture.

the experiments. Table 5.5 shows the error occurrence tifeaixperiments as a percentage. In this
nano-magnetic logic architecture most of the magnetidratisns occurred in the antiferromagnetic

wire.

Table 5.6: Performance evaluation of the nano-magnetic Exghitecture in Figure.b.

O Error | 1 Error | 2 Errors| More than 2 errog

Error rate 0 14.29% | 28.57% 57.14%

The schematic diagram in Fig. 5.6(a) shows the placementiseofiano-magnetic devices in
the sixth nano-magnetic logic architecture we designece three-input majority logic gate used
in this nano-magnetic logic architecture was designed astkd by Imreet al. [40]. We have
interconnected the output of two three-input majority togates to the third three-input majority
logic gate with antiferromagnetic and ferromagnetic wirehétectures. As can be seen in the SEM
image in Fig 5.6(b), the nano-magnetic logic architecturasists of 38 nano-magnetic devices
with average dimensions of 10Bnx 50 nm x 10 nm and each been 2@m apart from their nearest
neighbors. The nano-magnetic logic architecture was $aited with an external magnetic field and
was allowed to settle to an energy minimum state. The renmaghetization of the nano-magnetic

logic architecture was captured with an MFM. The magnetistfiations in the nano-magnetic logic
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architecture were counted as the number of errors in the atatipn. This experiment was repeated
a number of times. The MFM image in Fig. 5.6(c) shows the mazgon states of the nano-

magnetic devices in the nano-magnetic logic architectdirene of the experiments. Table 5.6

shows the error occurrence of all the experiments as a pgagenComparing this nano-magnetic
logic architecture with the other five nano-magnetic logih#ectures we designed to compute the
majority of seven Boolean logic variables, this was the Aeragnetic logic architecture that gave
the best performance. Therefore, we further tested with riano-magnetic logic architecture to

achieve an error free, reliable computation.

5.4.1 Error Free Computation and Functionality of the Seveninput Majority Logic Archi-
tecture

After further testing by stimulating and imaging the nanagmetic logic architecture in Fig. 5.6,
we were able to achieve multiple error free computationg MIFM image in Fig. 5.7(c) shoes one
such error-free computation. It is evident from MFM imageFig. 5.7(c) that the magnetization
states of all the nano-magnetic devices in the nano-mamjlogiic architecture are aligned correctly
and has no magnetic frustrations. For the experimentaltsestuown in Fig. 5.7, we have provided
all seven-inputs with logic 1, and the nano-magnetic logahidecture has computed logic 1 as
the output, which is the expected correct output. Table Boivs the error occurrence of all the
experiments as a percentage. The nano-magnetic logidectiie was able compute the correct

output for more than 45% of the experiments.
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Figure 5.7: (a) Schematic diagram of the nano-magnetic lagihitecture with 38 nano-magnetic
devices (error free). (b) SEM image of the nano-magneticlagchitecture. (¢) MFM image of an
error free computation the nano-magnetic logic architrectu

Table 5.7: Performance evaluation of the nano-magnetic Exghitecture in Figure.3.

O Error | 1 Error | 2 Errors| More than 2 erros

Error rate| 45.45% | 45.45% 0% 9.1%

Fig. 5.7(a) shows the schematic diagram of the nano-mamiogiic architecture with the three-
input majority logic gates and fanout circuit overlaid witlue lines. The seven-input majority loigc
architecture consists of seven input variables4) (Boolean), three three-input majority logic gates
(M1_3) and a fanoutR) circuit. The architecture was designed to operate in twelge In the first
level, it computes the majorityri) of inputsl, 3 and majority (m,) of inputsls_7. In the second
level, it computes the majorityrg) of inputsls, my andm, wheremg is the majority of all seven
input variables.

Fig. 5.8 shows the data propagation sequence in the nanpetiatpgic architecture in Fig 5.7.
If we provide the inputs to the nano-magnetic logic archiitex att = T seconds and assume the
computation time for one nano-magneti devices Waseconds, then it takek + 2At seconds for

the first level computation and at= T + 8At seconds the data would reach the third three-input
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Figure 5.8: The timing diagram of data propagation from tripwutput in the seven-input majority
logic architecture in Figure.3. [t = time in seconds, T = input given timAf = Nano-magnetic
device processing time]

majority logic gate M3. For second level computation to complete it takes 9At seconds and to

read the output from the output nano-magnetic device itstdkAt seconds.

5.4.2 Re-configurability of the Seven-Input Majority Architecture

The seven-input majority logic architecture can be viewsed ee-configurable hardware device.
The hardware may be magnetically configured to suit a paati@pplication/logic function. The
ability to reconfigure hardware is useful and cost effediranore than prototyping simple devices.
If the second (middle) input of a three-input majority logjate [40] is set to binary logic 1 it
functions as a AND gate, and likewise if the input is set taddyit functions as an OR gate. By
simply fixing the binary states of inpuls, |4, andlg of the three-input majority logic gatdd;, My,
M3 respectively to ether logic 0 or 1, we can program the sempuatimajority logic architecture to
work in eight different hardware configurations. If the ihpariables are settq E A, I3=B, lg =
C andl; = D where A, B, C and D are binary values, the re-configurablersénput majority logic
architecture works as [A.B + C.D], [A+B . C+D], [A+B + C.D], [AB + C+D], [A.B + C+D], [A+B
.C.D], [A.B. C.D], [A.B . C+D]. If the input variable C 4 and B =D, the architecture could be
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Figure 5.9: Re-configurability of the seven-input majotagic architecture.

configured to function as a XOR or as the sum of a half-addeuitir The schematic diagrams in

Fig. 5.9 shows all possible re-configurable hardware cordigns.

5.5 Conclusion

In this chapter, we have designed and fabricated six diffar@ano-magnetic logic architectures

that can compute the majority of seven Boolean logic vaembEven though we observed error-free
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operations, it became clear that we needed a better coneokingle layer nano-magnetic devices
to minimize the magnetic frustrations that occured in naragnetic logic architectures. These
magnetic frustrations can be minimized by implementing rirethods and techniques proposed
by Carltonet al. [11] and Niemieret al. [76]. Regardless of additional modifications to single
layer nano-magnetic devices, unidirectional field appnassed for clocking has a high tendency to
give errors in nano-magnetic logic architectures. To minéthese errors and for better control and
access mechanisms over individual single layer nano-ntiegievices we have moved to multilayer

nano-magnetic device, which we will discuss in the next tdrap
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Chapter 6: Multilayer Nano-Magnetic Devices

Nano-magnetic logic architectures have proven the alidifyropagate and process data. It was
also evident that we need better control (write/read/dlanker individual single nano-magnetic
devices in a nano-magnetic logic architecture for sucaok$siig-term operation. In this chapter,
we have proposed a multilayer nano-magnetic device thatheagotential of addressing the read,
write and clock problems in single layer nano-magnetic c&vi The multilayer nano-magnetic
device we have designed has a bottom layer with a perpeadicuhgnetization, a spacer layer
with a non-magnetic conducting metal and a free layer witlingolane magnetization (we have
named this device as Spin Valve Base Nano-magnetic-logiBRg). We have performed a set of
experiments with SVBN devices to realize neighbor inteoacbetween adjacent free layers of the
devices. Based on the MFM images, we conclude that dipolaplow between the free layers of
the neighboring multilayer nano-magnetic devices can ipdoérd to construct local elements like
the three-input majority logic gates, inverters and irdereects.

The work in this chapter is published in [44]. The contribigtto this publication are D. K.

Karunaratne and S. Bhanja.

6.1 Background

Continuous scaling of the metal-oxide-semiconductor fedfdct transistor (MOSFET) physical
gate length to improve the performance of electronic appéa is no longer possible due to the
influence of quantum effects which are degrading and ulBiggtrohibiting conventional device

operation [2]. In order to keep improving the performandesl@ctronic appliances, researchers are
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exploring novel devices/computing paradigms that wilhertco-exist or replace current MOSFET
technology.

Nano-magnetic devices have been deemed as a potentiaaeteyond MOSFET technol-
ogy. However, to successfully perform long-term compotatwith nano-magnetic devices we
have to overcome the write/clock/read problems. There heen few attempts to solve these
problems in nano-magnetic devices [3, 56, 61, 62, 64, 65anAdt al. [3] have demonstrated
an on chip clocking system. In this work they have fabricatiegjle layer nano-magnetic devices
over a current carrying copper wire. They were able to wrédtaan to the nano-magnetic device
by passing 680nA through the copper wire. In this magnetic system the nangretic devices
were switching independently without any neighbor intdoec since, the spacing between the
devices were approximately 30@n. Lyle et al. [65] have demonstrated the readability of the
nano-magnetic devices by placing magnetic tunnel junstias two neighboring devices. Since
the bottom layer of the magnetic tunnel junctions were cediplith the free layer, the problem
of dynamic measurements was not addressed.etl al. [62] have performed a set of simulation
experiments on an interface between a nano-magnetic dantt@n electrical circuitry to address
write/clock/read problems.

In this chapter we have proposed and experimentally demadadta magnetic multilayer struc-
ture that can address the write and clock issues in sing&r lagno-magnetic devices for compu-
tation. To design and implement the multilayer structunecimmputation, we have enriched the
existing Magnetoresistive Random Access Memory (MRAMhtedtogy [114]. Unfortunately,
conventional MRAM cells (that is, a multilayer stack with agmetic bottom layer that has a fixed
in-plane magnetization, non-magnetic spacer layer anét axsgnetic top layer that has an in-plane
magnetization) cannot be used for computation because #umetic coupling energy between
the bottom and top layers dominates the coupling energydmivihe adjacent top layers. (See
Fig. 6.1.) To overcome this problem we have engineered tkterndayer to have a perpendicular
(out-of-plane) magnetization. By doing this, we have mizid the magnetic coupling between
the bottom and top layers and have allowed magnetic coupdiigke place between the adjacent

top layers. (See Fig. 6.2.) This multilayer structure po&tly allows us to write data on to
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~ Magnetic Frustration

Figure 6.1: Neighbor interaction between two magnetic itaykr devices that have a bottom layer
with an in-plane magnetization.

Figure 6.2: Neighbor interaction between two magnetic itaykr devices that have a bottom layer
with a perpendicular magnetization.

the top layer by means of spin polarized current [5, 63] andléck the device by means of

passing current from the top layer to the bottom layer. Irhlmatses spin transfer torque is used
to change the magnetization dynamics [59]. When writingudlaé magnetization of the top layer
is changed between positive and negative in-plane direcémd when clocking the device the top

layer magnetization is changed from in-plane directionubai-plane direction.

6.2 Spin Valve Based Nano-magnetic-logic (SVBN) Devices

The multilayer structure we have designed and implemerdschtbottom layer with a perpen-
dicular magnetic anisotropy, a spacer layer with a non-reégiconducting metal and a top layer
with an in-plane magnetization to switch its magnetic motaatording to neighbor interaction
(see Fig. 6.3). To obtain a perpendicular magnetizatiortiferbottom layer we have used a thin
film of Cobalt. Experimental demonstration in [9, 19, 118}éahown that if the Cobalt thin film is
less than Tim, it would have a perpendicular magnetization. We have desighe bottom layer to

have a thickness between 4 A to 6 A of Cobalt. As for the spag@riwe have used a thin film of
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Permalloy (thickness=5 ~7 nm) ———>

Copper (thickness=4 ~ 6 nm) ————>

Cobalt (thickness =4 ~ 6 )= i /50 nm

100 nm

Figure 6.3: Schematic diagram of Spin Valve Based Nano-etégtogic (SVBN) device.

Copper since it is a non-magnetic conducting metal. Thét@ss of the Copper film was between
4 nmand 6nm. The top layer was made of Permalloy due to the fact that Heynlaas a very
low coercivity and thus its magnetization is easily susbdptto change in the in-plane direction.
The thickness of the top layer was betweamband 7nm. The lateral dimensions of the multilayer
stack was 10@0mx 50 nmand the nearest-neighbors spacing was aboatr2®ince this multilayer
stack has a similar structure to a spin-valve [22, 108], we mamed this multilayer nano-magnetic

device as Spin Valve Based Nano-magnetic-logic (SVBN).

6.3 Fabrication and Characterization Process

We have fabricated closely placed SVBN devices in the amanemts of ferromagnetic wire ar-
chitecture, antiferromagnetic wire architecture and egkinput majority logic gate (see Fig. 6.6(a),
6.7(a) 6.8(a), 6.9(a) and 6.10(a)). The architectures wesegned using DesignCAD2000 NT and
were fabricated on a Silicon wafer. Initially the Siliconf@awas cleaned with an RCA cleaning
procedure to remove all organic, ionic, oxide and heavy hestataminants. The clean Silicon
wafer was coated with a uniform layer of 950 Polymethyl methiate (PMMA) via a Laurell
Technologies WS-400A-8NPP/Lite Spin Processor. The tid@sk of the PMMA was measured to
be approximately 45m. To achieve this thickness the PMMA was dissolved with Algisolo

remove the unwanted residual solvents on the wafer, therwafs baked in an oven at 1%0 for
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30 minutes. Once the wafer was cooled down to room temperdtuvas loaded into a Hitachi
SU-70 scanning electron microscope retrofitted with a NaBRPGS system to expose the patterns.
An acceleration voltage of 30/ and a beam current of 2%A were used. The exposed wafer was
unloaded and submerged in a Methyl isobutyl ketone/Isarop(3:1) developer solution for 60
seconds. The patterned wafer was aerated with Nitrogen amedudy mounted in the chamber
of a Varian Model 980-2462 electron beam evaporator to deffesthin films of Cobalt, Copper
and Permalloy. A second silicon wafer was placed in closmiycto the patterned sample in the
electron beam evaporator chamber for X-ray reflectivity RyRneasurements of the multilayer
stack. To obtain a bottom layer with a perpendicular magnatiisotropy the SVBN devices
were fabricated on a silicon wafer with a lattice orientataf <100>. The substrate temperature
was 50C. A thin layer of Cobalt was evaporated at a rate df &/s in a high vacuum chamber.
The slow growth rate and the thermal energy encouraged aduiglity cobalt epitaxial to have a
<100> crystal lattice resulting in a high magnetocrystallinesatiopy energy in the perpendicular
direction. This allowed the bottom layer in the stack to haygerpendicular magnetic anisotropy.
Next, a thin layer of Copper was deposited at a rate »#0s to function as the spacer of the stack.
Finally, as for the free layer, a thin layer of Permalloy waaporated with a rate of.® A/s in the
same vacuum chamber. Once the evaporation of the multikigek was completed the patterned
wafer was submerged in a heated Acetone bath for 10 minutehddiftoff process. The flow
diagram of the fabrication process is shown in Fig. 6.4.

The second silicon wafer that was placed in the close vicittitthe patterned sample in the
electron beam evaporator was subjected to XRR analysis &sune the thickness of each layer in
the multilayer stack. For the XRR measurements, a PANalfgi'Pert PRO Materials Research
Diffractometer was used. Fig 6.5 and Table 6.1 shows the X&&ltr of the thickness and the
roughness of each layer in the multilayer stack. Next, thtepsed wafer was subjected to topolog-
ical measurements to identify defect-free SVBN devices.t6mological characterization a Hitachi
SU-70 scanning electron microscope and a VEECO DI3000 sogpnobe microscope in the AFM
mode were used. The lateral dimension of the SVBN devicesappsoximately 100hm x 50 nm

and the spacing between the nearest neighbor was apprekmaamnm.
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Clean the Silicon wafer

Step 1. I/ / (n-type <100>)

Step 2. Spin coat the wafer with PMMA
(t=30~40nm)

Step 3. % Electron beam lithography

Step 4. m Development
Thin film(s) deposition

Step 5. Co (t = 4A)/Cu (t=4 nm)/ NigoFey, (t=5nm)

Step 6. 'M Liftoff

Figure 6.4: A flow diagram of the fabrication procedure toriedite SVBN devices.
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Figure 6.5: Specular-reflective curve for Si/Co/CyiRie.
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Table 6.1: XRR results of the multilayer thin films.

Material | Density (g/cm 3)| Thickness (nm) Roughness (nm
NigoFex 8.681 5 0.2

Cu 8.96 4 0.2

Co 8.9 04 0.1

Si 2.33 Substrate 0.1

6.4 Experimental Setup

The main intention of this experiment was to make obsermatior a proof of concept that
the top layers would have neighbor interaction and wouldmatenthe correct output. In order for
computation to take place the multilayer nano-magneticcgsvequire a stimulation and relaxation
process with assistance of an external magnetic field inditme 6f a pulse. To provide an external
magnetic field we used a direct current (DC) electromagneeped by a 300W DC power supply.
To take measurements of the external magnetic field providede sample we used a National
Institute of Standards and Technology (NIST) calibratedisSsameter by AlphalLab. The sample
was placed in between two opposite magnetic poles in thé&reteagnet to prove a uniform out-of-
plane hard axis external magnetic field. The external magfietd was ramped up to 10@T in
0.1 seconds and kept constant fob @econds followed by a ramp down ovet @econds.

Once the samples were stimulated and allowed to relax to arggminimum, qualitative
magnetic measurements of the top layers of SVBN devices tagen from a VEECO DI 300
scanning probe microscope in the MFM mode. A low moment (reigmoment of Be~13 EMU)

MFM tip was used to take the measurements while minimiziegdistortion on the SVBN devices.
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6.5 Results and Discussion

A ferromagnetic wire architecture was fabricated with fSMBN devices similar to the schematic
diagram in Fig. 6.6(a). The SEM image in Fig. 6.6(b) showddbecated ferromagnetic wire archi-
tecture with four SVBN devices. The average dimensions@BBN devices in the ferromagnetic
wire architecture were about 10®n x 50 nm and the spacing between the nearest neighbor was
about 20nm. We have assumed that the thickness of each layer in the S\éBidas in Fig. 6.6(b)
was similar to the values in Table. 6.1. The MFM image in Fi§(€ shows the magnetization of the
top layers of the SVBN devices in the ferromagnetic wire gechure in Fig. 6.6(b). It is evident
from the MFM image in Fig. 6.6(c) that there are no magnetistfiations in the system and the
ferromagnetic wire architecture with four SVBN devices dagwopagated the correct information
from one end to the other.

The ferromagnetic wire architecture with four SVBN devieess extended to a ferromagnetic
wire architecture with eight SVBN devices. The schematmgtam of the ferromagnetic wire
architecture with eight SVBN devices is shown in Fig. 6.7{d)e SEM image in Fig. 6.7(b) shows
the fabricated ferromagnetic wire architecture with ei§MBN devices. The average dimensions
of the SVBN devices in the ferromagnetic wire architectusrevabout 10m x 50 nm and the
spacing between the nearest neighbor was aboutn20We have assumed that the thickness of
each layer in the SVBN devices in Fig. 6.7(b) has a similauedb the ones in Table. 6.1. The
MFM image in Fig. 6.7(c) shows the magnetization of the togeta of the SVBN devices in the
ferromagnetic wire architecture in Fig. 6.7(b). It is entd&om the MFM image in Fig. 6.7(c) that
there are no magnetic frustrations in the system and thenfergnetic wire architecture with eight
SVBN devices has propagated the correct information fromend to the other.

The schematic diagram in Fig. 6.8(a) shows an antiferromiggmvire architecture with four
SVBN devices. The fabricated antiferromagnetic wire aestiure with four SVBN devices is
shown in the SEM image in Fig. 6.8(b). The average dimensanhe SVBN device in the
antiferromagnetic wire architecture was about h@0x 50 nm and the spacing between the nearest

neighbor was about 2m. We have assumed that the thickness of each layer in the S\éBitdess in
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Figure 6.6: (a) Schematic diagram of a ferromagnetic wiohiggcture with four SVBN devices.
(b) SEM image of a ferromagnetic wire architecture with f&¥BN devices. (c) MFM image of a
ferromagnetic wire architecture with four SVBN devices.
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Figure 6.7: (a) Schematic diagram of a ferromagnetic wichiggcture with eight SVBN devices.
(b) SEM image of a ferromagnetic wire architecture with €i§BN devices. (c) MFM image of
a ferromagnetic wire architecture with eight SVBN devices.
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Figure 6.8: (a) Schematic diagram of an antiferromagneiie \&rchitecture with four SVBN
devices. (b) SEM image of an antiferromagnetic wire archite with four SVBN devices. (c)
MFM image of an antiferromagnetic wire architecture withif®&VBN devices.

Fig. 6.8(b) has a similar value to the ones in Table. 6.1. TR&Nmage in Fig. 6.8(c) reveals perfect
antiferromagnetic alignment in all the top layers of the V/@evices in the antiferromagnetic wire
architecture, meaning that the antiferromagnetic wirdiggcture has propagated the information
correctly from one end to the other.

The antiferromagnetic wire architecture with four SVBN eg was extended to an antifer-
romagnetic wire architecture with eight SVBN devices. Thbkesnatic of the antiferromagnetic
wire architecture with eight SVBN devices is shown in Fid(8). The SEM image in Fig. 6.9(b)
shows the fabricated antiferromagnetic wire architectuith eight SVBN devices. The average

dimensions of the SVBN devices in the antiferromagneticeveirchitecture were about 10Mn

63

www.manharaa.com



(b)

(©

Figure 6.9: (a) Schematic diagram of an antiferromagnefie @&rchitecture with eight SVBN
devices. (b) SEM image of an antiferromagnetic wire archutes with eight SVBN devices. (c)
MFM image of an antiferromagnetic wire architecture withr¢iSVBN devices.

x 50 nm and the spacing between the nearest neighbor was abauh.20Ve have assumed that
the thickness of each layer in the SVBN devices in Fig. 6.9@8 a similar value to the ones
in Table. 6.1. The MFM image in Fig. 6.9(c) reveal perfectifemMomagnetic alignment in all
the top layers of the SVBN devices in the antiferromagnetie &rchitecture, meaning that the
antiferromagnetic wire architecture has propagated tfwerimation correctly from one end to the
other.

The schematic diagram in Fig. 6.10(a) shows a three-inpjarntalogic gate with four SVBN
devices. The SEM image in Fig. 6.10(b) shows the fabricdteeetinput majority logic gate with
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Figure 6.10: (a) Schematic diagram of three-input majdotyic gate with four SVBN devices.
(b) SEM image of three-input majority logic gate with four BN devices and three drive SVBN
device. (c) MFM image of three-input majority logic gate fwfobur SVBN devices and three drive
SVBN device.

four SVBN devices and three driver SVBN devices to provigauin The average dimensions of the
SVBN devices in the three-input majority logic gate werewh00nm x 50 nm and the spacing
between the nearest neighbor was aboutr@0The MFM image in Fig. 6.10(c) reveal the expected
magnetic alignment in all the top layers of the SVBN devicethe three-input majority logic gate,

meaning that the three-input majority logic gate has coexbttie correct output.

6.6 Conclusion

In this chapter, we have proposed and experimentally detmated a multilayer nano-magnetic
device that can potentially address the write and clockessno conventional single layer nano-
magnetic devices. The experimental observation conclidashe free layers of the SVBN devices
functioned similarly to the three-input majority logic gg0] and the ferromagnetic and anitfer-
romagnetic wire [88] architectures with single layer nanagnetic devices. These exciting results
can lead us to fabricate complex SVBN architectures for aging paradigms. By connecting
access transistors to the SVBN device we can convert elatsignals to magnetic signals and
vice versa. Fig. 6.11 shows schematic diagrams of SVBN and&NET, hybrid configuration of

a ferromagnetic wire, antiferromagnetic wire and a thrgm#{ majority logic gate. We can use
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VDD,

Figure 6.11: Schematic diagrams of SVBN and MOSFET hybridegs. (a) Ferromagnetic wire
architecture. (b) Antiferromagnetic wire architecture). Three-input majority logic gate.

spin polarized current to write data on the top layer of thputrSVBN device and use spin transfer
torque to clock the devices. Engineering the bottom lay¢he@butput SVBN device to have a tilted
magnetization [71] allows us to read the device by giant resmesistance (GMR). With the aid of

these hybrid devices we can achieve long-term reliable coatipn [20].
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Chapter 7: Experimental Demonstration of Non-Boolean Compiting with Nano-Magnetic

Disks: Perceptual Organization In Computer Vision

Identifying salient features in a picture is a simple tasktfee human brain. However, for a
computer that uses traditional Boolean arithmetic contrtanethods, it is a tedious task. In the
numerous steps that are involved in identifying the salieatures in an image, the most time and
resource consuming step is the quadratic optimizationgs®oor perceptual organization step. In
this research, we have experimentally demonstrated a meagystem that would ease this task
for a computer. We have harnessed the energy minimizatinmenaf magnetic systems to solve
the quadratic optimization problem, especially thoseiragi$n computer vision applications. We
have fabricated a magnetic system corresponding to an iragdave identified salient features
with more than 85% true positive rate. These experimentallie feature the potentiality of this
unconventional computing method to develop a magneticgasmr which solves such complex
problems in few clock cycles.

This unconventional computing method was first proposed bhySDSarkar and Dr. S. Bhanja
in [93, 94]. They had a vision to develop a magnetic procegairis similar to the one in Fig. 7.1,
to solve perceptual organization problems. The compilethiis processor would process the image
and identify all the edge segments and map each edge segnaamtigue nano-magnetic disk in the
two-dimensional array of nano-magnetic disks. The magattin of the unselected nano-magnetic
disks in the two-dimensional array would be driven into a-somputing state. This mechanism
isolates a cluster of nano-magnetic disks that represeyg segments in an edge image. Finally,

the computing nano-magnetic disks in the array would bekeldinto a computing state and would
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Figure 7.1: Magnetic processor.

allow the array to relax to an energy minimum. The final maigagbn states of the nano-magnetic
disks would be the solution for the quadratic optimizatioogess (perceptual organization).

The initial experimental work supporting this idea was ieatrout Dr. J. Pulecio and his work
can be found in his Ph.D. dissertations [85]. The work in dfiapter is a continuation of Dr. J.
Pulecids experimental work to prove the viability of using a magneatystem to solve perceptual
organization problems. The design principles used for #r@rmagnetic disks in this chapter can
be found in Dr. A. Kumds Ph.D. dissertations [50]. A detailed description of thawation and
theoretical work supporting the experimental work in thisjater can be found in S. Rajaranand

R. Panchumarttg Ph.D. dissertations, respectively.

7.1 Background

In recent years magnetic nano-structures have been widelg and researched for memory
applications [82]. Information is encoded as magnetiratitates and it remains without power,

eliminating static power dissipation. For memory applmag it is important to isolate each device
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to minimize the magnetic interaction among neighboringicks/to preserve information. How-
ever, this magnetic interaction between neighboring misgoan be exploited for informational
computation. Cowburret al. [17] were the first to experimentally demonstrate logic agien
and information propagation at room temperature using anetagsystem. Next, Imret al. [40]
designed a nano-magnetic logic architecture and expetaiiedemonstrated a universal logic gate
that can compute the majority of three Boolean inputs or emarate as a NOR or NAND gate
by fixing the third input to either logic 1 or 0. Karunarateeal. [44] have used ferromagnetic
and antiferromagnetic wires [88] to connect three univdogac gates [40] to construct the largest
reconfigurable nano-magnetic logic architecture to coephé majority of seven Boolean variables.
Since all the above nano-magnetic logic architectures wesgned as an enhancement for com-
plementary metal-oxide-semiconductor (CMOS) devicesedks to replicate traditional computing
involving Boolean logic and arithmetic operations. Nanagmetic logic architectures compute
information by minimizing their total magnetization engrdror example, the three-input majority
logic gate designed by Imret al. [40] has a central nano-magnetic device which is driven to an
energy minimum state by its surrounding nano-magneticcgsvi This energy minimizing nature
of magnetic systems can be directly harnessed to solve afi@dptimization problems which
arise in many computer vision applications such as motigmsatation [81], correspondence [66],
figure-ground segmentation [75], clustering [101], grawgp[97], subgraph matching [110] and
digital graph matching [58]. In this chapter, we have focliea one such vision problem, which
is grouping important features. This task of grouping intgot features is known as “perceptual
organization”.

Analyzing and identifying the interesting parts of an imag&nown as “feature recognition”
in computer vision [96]. To accomplish this task the digitahge is subjected to four stages of
image processing. We have shown an example in Fig. 7.2 ofdilnestages involved in feature
recognition via traditional computing. The first stage ddtfee recognition involves the detection
of the boundaries between the contrast differences in tlagénin Fig. 7.2(a). These boundaries
are known as edge segments and they can be found through ardetigtion algorithm. The

edge segments in Fig. 7.2(b) of the image in Fig. 7.2(a) aneddyy the Canny edge detection
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Figure 7.2: Feature recognition using traditional comuti

algorithm [10]. The algorithm has five separate processiegss smoothing, finding gradients,
non-maximum suppression, double thresholding and edgkintigaby hysteresis. The clarity of the
edge image is dependent on the thoroughness of these steme/can see there are many edge
segments in the edge image in Fig. 7.2(b) which some of the sdgments belong to objects of
interest and the others are from the background. We expieifdact that there is a structure and
organization in the world. Obijects in the world tend to extlifigh level of symmetry, parallelism,
convexity and coherence. These properties were known tmpertant in human perception and
are known as Gestalt psychology [98]. The main objectivénia tomputer vision problem is to
identify the edge segments that belong to objects in thessard to filter out the edge segments that
belong to the background. The second stage in feature riticogimvolves the identification of the
edge segments that belong to objects of interest and thenijtef the edge segments that belong
to the background. For this task each pair of edge segmentsaciated with a pairwise affinity
value capturing its saliency. For example, if two edges aralfel to each other, then according to
the Gestalt principle [86, 95] they are likely to belong tearbject and hence the affinity should

be high. Similarly, edge segments that are close togetlelikaly to be associated according to
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the Proximity principle [86, 95] and lines that form one gjhd arrangement are also likely to
be grouped according to the Continuity principle [86, 95¢. CRlculate the pairwise affinity value
between two edge segments there are many quantitative @rafienity functions, but qualitatively
they capture similar aspects. The form defined in [97] casttine pairwise affinityg;;, of theith

and ji" edge segment in an edge image and this form has been used thdipdirwise affinity
values of the edge segments in Fig. 7.2(b). This form cagtilne saliency between edge segments
that are parallel, perpendicular, connected and overthppee particular form in [97] is expressed

as:

_ 9ij _ Armin
aij = /liljexp ™ exp ™0 cos’ (2q)) (7.1)

wherel; andl; are the lengths of thé" and j'" edge segments respectively;;, 0; anddpin are
the angle, overlap and the minimum distance betweeriltrend j!" edge segments respectively.
As one can see from Eqn. 7.1, the pairwise affinity betweendslge segments would be high for
segments that are long and continuous, or overlap each otteme close to each other, or are either
parallel or perpendicular to each other.

Once all the pairwise affinity values are calculated betwadeadge segments, the next task in
the second stage is to find the minimum number of edge segniettmaximize the total affinity
value of the edge image. This task is accomplished thougladrgtic optimization process and is

mathematically expressed as:

5 5w (o(3) .

wherea;; is the pairwise affinity value between tiie and j'" edge segment. The pairwise affinity
value captures the parallelism, proximity and connegtibitween two edge segments and we have
used the form defined in [97]x takes the binary value of 1 if the edge segment is in a salient
group or else it takes the value of Ol is the total number of edge segments in the imalgés

a constant and is the size of a salient group. To solve the quadratic opttion process for

the edge image in Fig. 7.2(b), the researchers have usedhtathannealing [48]. The perceptual
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organization of the edge image in Fig. 7.2(b) is shown in Fig(c). This is a hard problem to
solve using traditional Boolean logic based architectéreonventional compiler would break this
guadratic optimization problem into multiple steps of bagithmetic and logic operations, thereby
increasing the computational time as well as the usage ofw@e resources. The third stage of
feature recognition involves the restricted matching leetiva model database and the perceptual
organization. This model data base is a collection of thedaibjof interested. The final stage
of feature recognition involves the identification and plaent of the objects of interested in the
image.

In this method of feature recognition via traditional Baotelogic and arithmetic based com-
putation, the most tedious part is the quadratic optinorapirocess. The quadratic optimization
process is an unconstrained optimization problem with aaqumvex object function, which is
currently solved using a simulated annealing [48] or gragh method [8]. Typically, these methods
involve multiple iterations and each iteration involvesnyarithmetic operations, which are com-
putationally intensive for traditional logic based comipgtplatform. The time taken to compute
the solution for the quadratic optimization process is propnal to the number of edge segments
detected in an image, which can be very large. In this chaptehave experimentally demonstrated
a non-Boolean computation method with a magnetic systenemfmano-magnetic disks that could
ease the task of perceptual grouping.

Nano-magnetic disks based computation offer a tantalizitegnative to traditional logic based
digital computing for solving quadratic optimization pteims, drastically reducing the computa-
tional time and hardware resources. When a collection obimagnetic disks are driven to an
excited state and relaxed they tend to settle to an energynnin state. The form of this magnetic
energy optimization function is quadratic and is dependenthe relative distance between the
nano-magnetic disks. Since perceptual organization ¢ atserror-tolerant application (cost for
not finding the optimal solution is not high) [97] it makes feet sense to use nano-magnetic disks
as computing elements [86].

The basic computing elements in the magnetic system aremagoetic disks which are made

of a soft ferromagnetic material. If we map the edge segmiengn edge image to the nano-
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magnetic disks in a magnetic system and then stimulate thgnetia system with an external
magnetic field followed by a relaxation process allowing $lgstem to settle to an energy mini-
mum, the solution for the quadratic optimization processd¢eptual organization) lies in the total
magnetic energy in the magnetic system. The perceptuahiaagin of the image can be easily
found by identifying the magnetically strongly coupled ananagnetic disks and then finding the
corresponding edge segments.

Sarkaret al. [93] were the first to propose this unconventional non-Baoleomputation using
guantum-dot cellular automata to solve quadratic optittomaproblems. In [94], Sarkagt al.
have simulated a magnetic system to solve a quadratic @atifon problem. The basic computing
elements in the simulated magnetic system was nano-magpitéirs with an out-of-plane mag-
netization. The edge segments in the edge image were rafgdse&ith nano-magnetic pillars.
The relative placements of the nano-magnetic pillars waiseth on the pairwise affinity values.
Sarkaret al. have used a well-known information visualization techeidp statistical analysis to
convert the edge segments to nodes and the pairwise affalitgs to distance between the nodes,
which resulted in forming a distance map. Once the magngsies was configured based on the
distance map it was stimulated with an external magnetid field relaxed allowing a magnetic
computation to take place. When the system reached itsyeng@rgmum, magnetic measurements
of the out-of-plane magnetic component were taken. The -na@egnetic pillars with the largest
out-of-plane magnetic components were grouped and theats® edge segments were selected
as perceptually most salient. Puleeical. [86] fabricated a magnetic system with nano-magnetic
disks that had an in-plane magnetization to solve a quadogtimization problem. The system
had five nano-magnetic disks that represented five edge segnfalecicet al. also used the same
mapping method as Sarketral. in [93] to map the edge segments to nano-magnetic disks. Once
the magnetic system was fabricated, stimulated and relavegphetic measurements were taken by
a magnetic force microscope (MFM) and coupling strength regribie nano-magnetic disks was
measured through the probe-sample interaction. The $yr@ogpled nano-magnetic disks were

not easily influenced by the probe whereas the weakly coupdem-magnetic disks were. This
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mechanism enabled Pulecgbal. to identify a set of strongly coupled nano-magnetic disks th
represented a group of edge segments that were percepnalysalient.

As it was evident from Puleciet al. work in [86], it is difficult to experimentally obtain a
guantitative value for the magnetic coupling energy betwseo nano-magnetic disks. In this
research, we have used a qualitative method to experineidahtify the strongly coupled nano-
magnetic disks in the magnetic system once it has been stiedulvith an external magnetic field
and then removed allowing the magnetic system to relax tanargg minimum. We have exploited
the two stable magnetization states, that is, single dostaile and vortex state of nano-magnetic

disks, to identify the strongly coupled nano-magnetic sliskthe magnetic system.

7.2 Magnetization States in a Nano-Magnetic Disk

Nano-magnetic disks with nanoscale dimensions exhibit stable magnetization states de-
pending on their internal magnetic energy. The stable neagtien states are the single domain
state where all the magnetic spins are aligned in-plane éndinection and the vortex state where
the magnetic spins have a curling configuration. Fig. 7.%fa) (b) shows a schematic of the spin
alignment and an MFM image of a nano-magnetic disk in thelsidgmain state. In an MFM
image a nano-magnetic disk in the single domain state igreézed by the semicircular bright and
dark contrasts [15, 102, 113] (see Fig. 7.3 (b)). Fig. 7.4afa) (b) shows a schematic of a the
spin alignment and an MFM image of a nano-magnetic disk invtneex state. In an MFM image
a nano-magnetic disk in the vortex state is recognized bytiggnt or dark contrasted spot at the
center of the disk [15, 102, 113] (see Fig. 7.4 (b)).

The single domain state energy for a nano-magnetic diskteym@ed by the magnetostatic
demagnetizing energy [37, 43] and the vortex state energgtermined by the exchange energy,
anisotropy energy and demagnetization energy [37, 43].aRasolated nano-magnetic disk these
energies are a function of its material properties and itgedisions. If the single domain state energy

is greater than the vortex state energy then the preferrgdetiaation is vortex state, whereas if the
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(@) (b)

Figure 7.3: (a) Schematic diagram of a nano-magnetic digkérsingle domain state. (b) MFM
image of a nano-magnetic disk made from Permalloy with a dtenof 110 nm and thickness of 8
nm.

(a) (b)

Figure 7.4: (a) Schematic diagram of a nano-magnetic ditiavortex state. (b) MFM image of a
nano-magnetic disk made from Permalloy with a diameter 6frirh and thickness of 15 nm.
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vortex state energy is greater than the single domain staetrgythen the preferred magnetization is
single domain state. Cowbuatal. [16] have fabricated isolated nano-magnetic disks of dtarse
ranging from 55mto 500nm and thickness ranging fromrénto 15nm, and have experimentally
identified a phase diagram between vortex state and singtaidcstate. In [27, 37, 43, 51, 99] the
authors have reported a phase diagrams as a function ofgkelidimeter and thickness between
single domain state and vortex state for isolated nano-stegdisks. At the boundary between
the two phases the single domain state energy is equal texvetate energy. For the magnetic
system we have proposed and designed, we have chosen aati@métthickness for the nano-
magnetic disks towards the close vicinity of phase boundatlye vortex state region. If we apply
an external magnetic field in the in-plane direction for ta@amagnetic disks in this region, then
the magnetic spins in the nano-magnetic disk would aligh e external magnetic field resulting
in a single domain state. Once the external magnetic fieldnwowved the magnetic spins would
relax to their original curling configuration. This externaagnetic field can be in the form of stray
fields of neighboring nano-magnetic disks. If the magndtiaysfields are strong enough, then the
nano-magnetic disk would remain in a single domain stateedseif the magnetic stray fields were
weak, then the magnetization of the nano-magnetic disk dveelitle back to vortex state.

This phenomenon was validated by micromagnetic simulagiperiments conducted by S.
Rajaram. Next, the micromagnetic simulation experimengsewextended to two nano-magnetic
disks to observe a relationship between the magnetic amupliergy and the magnetization states
of the nano-magnetic disks. A detailed description of theusation experiments can be found in S.
Rajarams Ph.D. dissertation. Analyzing the simulation data in [903 have concluded that when
both the nano-magnetic disks are in single domain statedhpling energy has a high value and
when both the nano-magnetic disks are in vortex state thglioguenergy has minimal value. To
identify the strongly coupled nano-magnetic disks witlical dimensions in a magnetic system we
have used this qualitative method.

To solve the perceptual organization problem with a magmgtstem comprised with nano-
magnetic disks that exhibit single domain state and vortate snagnetization states for the same

geometry, it is important to find the correspondence betwieemagnetic hamiltonian (an energy
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expression for the magnetic system) and the quadratic @atiion process. To develop the mag-
netic Hamiltonian, we need to represent the multiple magagon states of a nano-magnetic disk
with single continuous variable. For this task, we have psepl a magnetization state vector model

(a vector model) that represents the magnetization stheesano-magnetic disk.

7.3 Magnetization State Vector Model

In the magnetization state vector model, the magnetizadiates of a nano-magnetic disk is
represented with a vector. The magnetization inside a naagnetic disk is represented with a
vector field. The vector field has a curling formation arousdvortex center. As the vectors in the
vector field approach closer to the vortex center they gibdahange from the in-place direction
to the out-of-plane direction. The disk center of a nanometig disk could be on or in between the
vortex center and a point that is at an infinite distance. dfdisk center was at an infinite distance
the vector field in the nano-magnetic disk would have a ueatdional in-plane formation whereas
if the disk center was on the vortex center the vector fieldld/dave a curling formation around
the nano-magnetic disk center. In the curling formationilevthe vector field is spinning around
the disk center, it also gradually changes from the in-ptirection to the out-of-plane direction as
it gets closer to the disk center (vortex center) from th& diccumference. If the vortex center was
at a point in between the disk center and an infinite point #wtor field would have a C-formation.
Thereby the magnetization state of a nano-magnetic diskldmirepresented by a vector that is
pointing from the vortex center to the disk center.

In the magnetization state vector model, the nano-magutlic is segmented into magnetic
elements and the magnetization of each magnetic elemesyirissented with a single vector (mag-
netic vector -M = mii + m;j + myk). We have assumed that as long as the size and the material
of the magnetic elements in a nano-magnetic disk are sinilarmagnitude of the magnetization
will remain constant but the direction of the magnetic veetdl vary along the normal plane to the

line segment connecting the magnetic element and the voetater. We have modeled a magnetic
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Figure 7.5: Vector diagram of a magnetic elementand vortex centev; of the magnetic vector
M. The black dot represents the magnetic element and the nstdrppresents the vortex center.

vector of a magnetic element that is at an infinite distancayawom its vortex center to have an
in-plane direction (th&-component of the magnetic vector will be zero). As the mégrtement
gets closer to the vortex center tkeomponent of the magnetic vector exponentially increathe
magnetic element at vortex center will only hdeomponent in the magnetic vectdxqgomponent
andj-component are zero).

The vector diagram in Fig. 7.5 represents the vector natatised for and to derive the magneti-
zation state vector model. The circle in gray in Fig. 7.5 giga a hano-magnetic disk with its center
at point(a,b,0) and a radius of. The black dot on the circle signifies a magnetic elememtat
the point(x,y,0) and it is represented with the vectr The vectoiM represents the magnetization
of the magnetic element. The vectidt has its vortex center;, at the point(m,n,0) and it is
represented with the vect® The vector from the vortex centey to the magnetic element;ris
represented by the vectbr. The vectoK starts at point0,0,0) and is a unit vector in the Z-axis
direction.

The vectors in Fig. 7.5 are expressed as:
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R=Xi+Yj+ Ok

P = mi + nj 4- Ok

where

m= |P|cos 3 andn = |P|sin 3

D = (x—(|Plcos B)) i+ (y—(|Plsin B)) j + Ok

K=0i+0j+k

The vectom is defined as the unit vector bf.

M
m=—

The unit magnetic vectan is expressed as:

KxD
m:aK+b( )
K||D|

where

a?+bh?=1

(7.3)

(7.4)

(7.5)

(7.6)

(7.7)

(7.8)

(7.9)

We have modeled the amplitudeof the unit vectorm to be an inverse exponential to the

magnitude of vectoD. The amplitudea is then expressed as:
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whererT is the distance along the vectorand it is a constant.

To keep the magnitude of the unit vectarunity, we have reduced the amplitude of the vector

< Eﬁ&) by factor ofb. The amplituded is modeled as:

(7.11)

Substituting the values @fandb to Eqn. 7.9, we have expressed the unit magnetic vectas:

—I| —2p., KxD
m=e7* K+(\/(1-e7)) (7.12)
| KD
The magnetic vecta¥l is expressed as:
M=Am (7.13)
whereA is based on the size and magnetic material of the magnetiteelkan.
~Ip| —2p.. KxD
M=A (eT K+ ( (1—eT))7) (7.14)
| K[ID

It is evident from Eqn. 7.14 that the vectdr is only dependent on the vectdr Therefore, we
can predict the magnetization state of a nano-magneticvdibkthe magnitude and the direction of
vectorD. (A vector can be expressed as a combination of its magnéodehe angle it makes with
the X-axis.) If the magnitude of the vectDris |D| and the angle it makes with the X-axisAsthen
the magnetic vectdvl is dependent ofD| and6 and could be expressed as:

(7.15)

M(|D[,8) =A (eerI K+ ( (1_eiID\ KXD)

' ))W
Figs. 7.6, 7.7, 7.8 shows the MATLAB simulations of the vedteld M, for a single domain

state, C-state and a vortex state, respectively, in a nagnatic disk with its disk center &9,0,0).

(A detailed description of the MATLAB code can be found in Ranehumarth{s Ph.D. disserta-

tion.) As predicted when thiD| value was large the vector field was unidirectional and when i
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Figure 7.6: Magnetic vector fields of single domain statg Sfagle domain state|[| = «, 8 = 0)

- 2D plot. (b) Single domain state|Q] = », 8 = 0) - 3D plot. (c) Single domain state|| =
0, B = 45) - 2D plot. (d) Single domain statg( = o, 6 = 45) - 3D plot. (One unit represents
0.5nm.)

was close to the disk center the vector field had a curling &ion. Any intermediate value fgD|

resulted in a vector field with a C shape formation.

7.4 Design of the Magnetic Layout
The special arrangement of the nano-magnetic disks in thynetia system is dependent upon
the correspondence between the quadratic optimizatiocepsoand the magnetic hamiltonian of

the magnetic system. The magnetic hamiltonian for a magrsgtem of this nature, that is,

having nano-magnetic disks (same dimensions) with meltipagnetization states depending on
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Figure 7.8: Magnetic vector fields of vortex state. (a) Vlodtate, (D| = 0, 8 = 0) - 2D plot. (b)
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Figure 7.9: (a) Gray scale real world image. (b) Edge imag@)of(c) Distance map of the edge
image in (b).

the magnetic coupling energy in the system, was develop€e®. IBanchumarthy. To develop the
magnetic hamiltonian R. Panchumarthy used the concepeahtignetization state representation
method from the magnetization state vector model in secli@p the simulation data from the
simulation experiments carried out by S. Rajaram and thé& bagkromagnetic theory (dipole
energy equation in [70, 119]). A detailed description of thagnetic hamiltonian can be found
in R. Panchumarthg Ph.D. dissertation.

Based on the correspondence between the magnetic haiailtand the quadratic optimization
process, Dr. S. Sarkar and Dr. S. Bhanja mapped the edge sesgm€ig. 7.9(b) to a configuration
of points in a 2D space (distance map). To arrange the namgmetia disks in a 2D space they used
a well-established information visualization method knaas multidimensional scaling (MDS) [1].
The distance map for the edge image in Fig. 7.9(b) can be seEiyi 7.9(c). By placing nano-
magnetic disks on the 2D points generated by MDS (magnstoutan Fig. 7.9(c)) and allowing a
magnetic computation to take place we can find the solutiothfoperceptual organization problem.
The solution is found by identifying the single domain stasgmo-magnetic disks in the magnetic

system and then by grouping the corresponding edge segaetiie salient edge segments.

84

www.manharaa.com



7.5 Fabrication and Characterization Process

To experimentally validate the unconventional non-Booleamputing method proposed in this
chapter, we fabricated magnetic systems that had a sirayjaut to Fig 7.9(c). Five layouts were
designed based on Fig 7.9(c) using DesignCAD 2000NT. Trmuaywere varied by the disk diame-
ter. The diameter was varied from 16%1to 145nmin steps of L0imand each layout has 149 disks.
The magnetic systems were fabricated on a Silicon wafetiallyi the Silicon wafer was cleaned
with an RCA cleaning procedure to remove all organic, ioaidde and heavy metal contaminants.
The clean Silicon wafer was coated with a uniform layer of Palymethyl methacrylate (PMMA)
via a Laurell Technologies WS-400A-8NPP/Lite Spin Prooesshe thickness of the PMMA was
measured to be approximately &m. To achieve this thickness the PMMA was dissolved with
Anisole. To remove the unwanted residual solvents on thenvidfe wafer was baked in an oven
at 170C for 30 minutes. Once the wafer was cooled down to room tenperdhe wafer was
loaded into a Hitachi SU-70 scanning electron microscopefitted with a Nabity NPGS system
to expose the patterns. An acceleration voltage dd38@nd a beam current of 2%A were used to
expose the layouts of the magnetic systems. The exposed waseunloaded and submerged in a
Methyl isobutyl ketone/lsopropanol (3:1) developer solutfor 60 seconds. The wafer was aerated
with Nitrogen and mounted in the chamber of a Varian Model-2862 electron beam evaporator
to deposit a uniform layer of Permalloy. The evaporatiorktplace in a 2uTorr vacuum at a rate of
2 As~1 for 55 seconds resulting with an hin uniform film. Subsequently the wafer was removed
from the chamber and submerged in a heated Acetone bath foirl@es to accomplish the liftoff
procedure.

The samples were characterized with the combination ofrangog electron microscope (SEM)
and an atomic force microscope (AFM) to identify the defieee magnetic systems. A defect-free
magnetic system was chosen from each layout. The SEM and AE&sumements were used to
measure the average diameter and average thickness ofrtbernegnetic disks in each magnetic
system, respectively. The defect-free samples were thigledad to magnetic force microscopy

(MFM) characterizations.
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We also fabricated samples with thicknesses varying fraim6 18 nmand diameters varying
from 105nm to 145nm. We observed through MFM characterization the magnetizadif the
magnetic systems that had nano-magnetic disks with a thgskgreater than 14m to be only in
vortex state and nano-magnetic disks with a thickness kess 8nm to be only in single domain

state.

7.6 Experimental Setup

For the magnetic systems to compute information it requstesulation and a relaxation pro-
cess. To stimulate and relax the magnetic system we pro@decternal magnetic field in the form
of a pulse. To provide the external magnetic field, we usedecdcurrent (DC) electromagnet
powered by a 300W DC power supply. To take measurements obxternal magnetic field
provided to the sample we used a National Institute of Stalsdand Technology (NIST) calibrated
Gauss meter by AlphalLab. The sample was placed in betweengpasite magnetic poles in the
electromagnet to provide a uniform out-of-plane hard axier@al magnetic field. The external
magnetic field was ramped up to & in 0.1 seconds and kept constant for 0.5 seconds followed
by a ramp down over 0.1 seconds.

Once the samples were stimulated and allowed to relax to énergy minimums, qualitative
magnetic measurements of the magnetic systems were takaraf/EECO DI 300 scanning probe
microscope in the MFM mode. A low moment (magnetic moment.8¢0> EMU) MFM tip was

used to take the measurements and to minimize distortioheomagnetic system.

7.7 Results and Discussion

Fig. 7.10 through Fig. 7.14 shows the SEM image, MFM imagegmetization layout and the

perceptual organization of the five magnetic systems fataitt Tables 7.1 through 7.5 shows the
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Table 7.1: Performance evaluation of the first magneticesyst
Magnetic | Avg. thickness of the Avg. diameter of the True posi-| False posi-
System nano-magnetic disks nano-magnetic disks tive % tive %
1 10.7nm 145nm 83 31

average thickness of the nano-magnetic disks in the régpenagnetic system, average diameter
of nano-magnetic disks in the respective magnetic systeuhtrae positive percentage and false
positive percentage of the perceptual organization. Eamfpnetic system has 149 nano-magnetic
disks that corresponded to an edge segment in the edge im&ige 7.9(b). The average thickness
was calculated from the AFM measurements and the averageetia was calculated from the
SEM measurements. It is clearly evident from the MFM imaded some of the nano-magnetic
disks in the magnetic systems have semicircular bright amkl dontrast while the others have a
bright or dark contrasted spot in the center of the disk. Tdmisircular bright and dark con-
trasts represent single domain state whereas the brighérkrabntrasted spots represent vortex
states [15, 102, 113]. The MFM images were analyzed and the-meagnetic disks with a single
domain state were marked with a red dot and vortex state warkea with a yellow dot on the
magnetization layout. The true positive percentage ars fpbsitive percentage were computed
by comparing the perceptual organizations computed framtagnetic systems and the perceptual
organization computed with the traditional computing noeltin section 7.1 (Fig 7.2). The true
positive percentages represent the number of salient estjaents that are correctly identified.
The false positive percentages represent the non-satigetsegments identified as salient edges.
Fig. 7.10(a) shows the SEM image of the first magnetic systhmdated. The nano-magnetic
disks in the fist magnetic system have an average diamete¥xafirh and an average thickness of
10.7 nm. Fig. 7.10(c) shows the marked single domain state andwstste nano-magnetic disks
based off the MFM image in Fig. 7.10(b). Fig. 7.10(d) showes ¢bmputed salient edge segments
by the first magnetic system. The first magnetic system hadiiidel salient features with more

than 83% true positive rate. Summary of these results aemngivTable 7.1.
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Figure 7.10: (a) SEM images of the first magnetic systemsM@@yl images of the first magnetic
systems. (c) Magnetization state layout (yellow - vort@teseind red - single domain state) of (b).
(d) Perceptual organization.

Table 7.2: Performance evaluation of the second magnettersy

Magnetic | Avg. thickness of thg Avg. diameter of thel True posi-| False posi-
System nano-magnetic disks nano-magnetic disks tive % tive %
2 11.7nm 137.4nm 86 35
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Figure 7.11: (a) SEM images of the second magnetic systet)sMEM images of the second
magnetic systems. (c) Magnetization state layout (yellowrtex state and red - single domain
state) of (b). (d) Perceptual organization.
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Table 7.3: Performance evaluation of the third magnetitesys

Magnetic | Avg. thickness of the Avg. diameter of the True posi-| False posi-
System nano-magnetic disks nano-magnetic disks tive % tive %
3 11.6nm 129nm 83 39

Table 7.4: Performance evaluation of the fourth magnestesy.
Magnetic | Avg. thickness of the Avg. diameter of the True posi-| False posi-
System nano-magnetic disks nano-magnetic disks tive % tive %
4 11.3nm 112.2nm 67 34

Fig. 7.11(a) shows the SEM image of the second magnetic my&bricated. The nano-
magnetic disks in the second magnetic system have an awdieageter of 134 nmand an average
thickness of 17 nm. Fig. 7.11(c) shows the marked single domain state andxastee nano-
magnetic disks based off the MFM image in Fig. 7.11(b). Fig1¢) shows the computed salient
edge segments by the second magnetic system. The seconétibaystem was able recognize
salient edge segments with a true positive rate more than &&¥hmary of these results are given
in Table 7.2.

The SEM image in Fig. 7.12(a) shows the third magnetic sy$tdmicated. The nano-magnetic
disks in the third magnetic system have an average diamei&9® nm and an average thickness
of 11.6 nm. Fig. 7.12(c) shows the marked single domain state andxstéte nano-magnetic disks
based off the MFM image in Fig. 7.12(b). Fig. 7.12(d) shows ¢bmputed salient edge segments
by the third magnetic system. The third magnetic system wksracognize salient edge segments
with a true positive rate more than 83%. Summary of thesdtsesre given in Table 7.3.

The SEM image in Fig. 7.13(a) shows the fourth magnetic aydtoricated. The nano-
magnetic disks in the fourth magnetic system have an aveliageeter of 112 nmand an average
thickness of 118 nm. Fig. 7.13(c) shows the marked single domain state andwgttte nano-
magnetic disks based off the MFM image in Fig. 7.13(b). Fi@37) shows the computed salient

edge segments by the fourth magnetic system. The fourth etiagsystem was able recognize
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Figure 7.12: (a) SEM images of the third magnetic systemavigM images of the third magnetic
systems. (c) Magnetization state layout (yellow - vorteteseind red - single domain state) of (b).
(d) Perceptual organization.
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Figure 7.13: (a) SEM images of the fourth magnetic systenig. MFM images of the fourth
magnetic systems. (c) Magnetization state layout (yellowrtex state and red - single domain
state) of (b). (d) Perceptual organization.
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Table 7.5: Performance evaluation of the fifth magneticesyst
Magnetic | Avg. thickness of thg Avg. diameter of the True posi-| False posi-
System nano-magnetic disks nano-magnetic disks tive % tive %
5 10.8nm 103.5nm 83 39

salient edge segments with a true positive rate more than &ffimary of these results are given
in Table 7.4.

Fig. 7.14(a) shows the SEM image of the fifth magnetic systmdated. The nano-magnetic
disks in the fifth magnetic system have an average diamete®@3®% nm and an average thickness
of 10.8 nm. Fig. 7.14(c) shows the marked single domain state andwetéte nano-magnetic disks
based off the MFM image in Fig. 7.14(b). Fig. 7.14(d) showss¢bmputed salient edge segments
by the fifth magnetic system. The fifth magnetic system hastiiiled salient features with more

than 83% true positive rate. Summary of these results aemngivTable 7.5.
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1 pm

Figure 7.14: (a) SEM images of the fifth magnetic systemsMBM images of the fifth magnetic
systems. (c) Magnetization state layout (yellow - vorteteseind red - single domain state) of (b).
(d) Perceptual organization.
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7.8 Conclusion

This research is a proof of concept for the viability of us@mgnagnetic system to solve a
gquadratic optimization problem. It was evident that theatans in thickness and diameter within
the critical dimensions did not affect the final output. Téngdence supports the consistency of the
magnetic system. Out of the five magnetic systems, four waleeta identify 80% or more of the
salient edge segments in the image. If the nano-magnetis tisve rough surfaces they will act
stubbornly and not couple with the neighboring nano-magrigsks. In general, the performance
of the magnetic systems can be improved through the fakmicptocess.

We have only fabricated the selected (the node on the distawap) nano-magnetic disks. The
actual magnetic processor would be a closely placed two riioral array of nano-magnetic
disks that are integrated with an underlying layer of MOSREhsistors to read/write/ clock
each individual disk (see Fig. 7.1). To develop this magnetocessor we first need to fabricate
multilayer nano-magnetic disks and observe the same phemoras in the single layer nano-
magnetic disks. Once that is accomplished we need to coaneess transistor to write/clock/read
the multilayer nano-magnetic disks. This hybrid devicevadl us to convert electrical signals to
magnetic signals and vice versa. The compiler for this memewould process the image and
identify all the edge segments and map each edge segment rim@ewnano-magnetic disk in
the two dimensional array of nano-magnetic disks. The niagat®n of the unselected nano-
magnetic disks in the two dimensional array would be driveo ia non-computing state. This
mechanism isolates a cluster of nano-magnetic disks theggent edge segments in an edge image.
Finally, the computing nano-magnetic disks in the array levdae clocked into a computing state
and would allow the array to relax to an energy minimum. Thealfimagnetization states of
the nano-magnetic disks would be the solution for the quedogtimization process (perceptual
organization). With this unconventional computing medsarwe have simplified a complex vision

computation problem to a single input/output clock cycle.
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Chapter 8: Conclusion

Driven by the need for better electronic appliances we hawdiesd nano-magnetic devices as
a computational device which has the potential to replacelrogide-semiconductor field-effect
transistor (MOSFET) technology. The fundamental computat unit of a nano-magnetic device
is a single domain magnet that has dimensions in the nanmeegiThese devices process data
by magnetic field interaction with their nearest neighbaord they store data in their magnetization
state. Nano-magnetic devices have shown a promise inr@ kaitv energy stand-by power (ii) room
temperature operation (ii) stability over extreme envin@mt (radiation-hardened) (iv) robustness
towards thermal noise and (v) instant-on functionality fmmting time). Due to these attractive
reasons we have focused the research in this dissertaticdhdalevelopment of nano-magnetic
devices as a computation element.

In this work, we have taken an effort to reliably propagat@daa ferromagnetic wire architec-
ture. We experimentally observed that if we need to progadata from the input cell to the output
cell the nano-magnetic device needs to be subjected tokdmtpfield. This validated the simulation
observations by Csalst al. [18]. Subjecting the fabricated ferromagnetic wire amtiitire to an
out-of-plane clocking field allowed us to successfully @ogate data from the input to the output.

Next, we interconnected three three-input majority logiteg with ferromagnetic and anti-
ferromagnetic wire architectures to implement a seventimpajority logic architecture to realize
the reliable computation ability of nano-magnetic devic&he nano-magnetic logic architecture
was comprised of 38 single layer nano-magnetic deviceshthatdimensions of 108m x 50 nm

x 10 nm and spaced 20m apart. We have captured MFM images of the seven-input ntyajori
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gate architecture computing the correct output. To this tfas is the largest nano-magnetic logic
architecture that has been fabricated and has no magnicaftions.

Even though we have observed error free operation in nargmetia logic architectures, it
became evident that we needed better control over indivisingle layer nano-magnetic devices.
To address this we have proposed a multilayer nano-magtetice. The multilayer device has a
bottom layer with perpendicular magnetization, a middieefeof non-magnetic conducting metal
and top layer with in-plane magnetization. We have namexidévice a Spin Valve Based Nano-
magnetic-logic (SVBN) device. MFM images of the top layefshe SVBN device reveal perfect
magnetic alignment in the three-input majority logic gatel @n the ferromagnetic and antiferro-
magnetic wire architectures. Our future goal is to conneceéss transistors to the SVBN devices to
convert magnetic signal to electrical signals and viceaiev¥ith these hybrid devices, we achieved
the possibility to use spin polarized current to write datdthe top layer and clock the top layer at
the appropriate time to process information. By enginegtire bottom layer of the output SVBN
device to have a tilted magnetization, it allows us to readbvice by giant magnetoresistance
(GMR). With these hybrid devices we can achieve the final gbatliable computation.

Finally, we have experimentally demonstrated a magnestegy that could be used to solve
guadratic optimization problems that arise in computeioni@pplications. We fabricated a mag-
netic system that correspond to a real world image and demated its computation capability.
The magnetic system identified the salient features in tlaga@nwith a true positive rate of 86%.
This work was a proof of concept of the viability of using a matic system to solve a quadratic
optimization problem. Our future goal is to use multilayanno-magnetic devices that are connected
to access transistors to implement a magnetic processocdbld potentially solve any quadratic

optimization problems.
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